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ABSTRACT

Object segmentation is a demanding research area and not a frivial problem of image processing and computer vision. Tremendous
segmentation algorithms were addressed on gray-scale (or biomedical) images that rely on numerous image features as well as their
strategies. These works in practice cannot apply to natural color images because of their negative effects to color values due to the
use of gray-scale gradient information. In this paper, we proposed a new approach for color object segmentation by modifying a
geometric active confour model named distance regularized level set evolution (DRLSE). Ifs speed function will be designed to exploit
as much as possible color gradient information of images. Finally, we provide experiments to show performance of our method with

respect fo ifs accuracy and time efficiency using various color images.

= keyword : Object segmentation(Z} 3] £, level set(@IEA), active contour model(s5F A2 d)

1. INTRODUCTION

In recent years, object segmentation has played an
important role in researches of image analysis. It is also the
first step applied widely to any of applications to extract the
content of images for higher processes such as image
compression, object recognition, object tracking, and so on.
Actually, the goal of segmentation algorithms is very simple
to help a machine understand images as human from
thousands of pixels to few regions. These labeled regions
must have same particular characteristics and be meaningful.

In literatures, a huge number of segmentation models

* 2 8 9 sk AAAFE T AR
ntlanh@hotmail.com
w4 3] g At AANFE T w5
gslee@chonnam.ac.kr( A1 %2
[2012/04/25 31 - 2012/05/08 AAF - 2012/07/26 AAIEE]
v¢ A preliminary version of this paper appeared in ICONI 2011,
Dec 15-19, Sepang, Malaysia. This version is improved
considerably from the previous version by including new results
and features.

have been proposed for gray-scale images. However,
segmenting dynamic objects in color images cannot be done
with satisfactory results until now because of its complexity
and diversity. Strategies which most of them rely on are
statistics, graph theory, heuristic, differential geometry, and
algebra. For examples, they are watershed, k-mean
clustering, normalized cuts, region-growing method, mean
shift, etc. To obtain acceptable results, these popular
methods should be given hints such as markers, seeds, or
number of desirable regions with high confidence. Thus,
many challenging issues still remain.

Among these techniques, active contour models (or
snakes) were represented and improved over time since it
seems suitable for this problem in some senses. Although it
also needs an initial contour to start evolving, it doesn’t
require so high accuracy as others. Besides, there are
expected strong points of this model needed in the level set
framework. One of them is to be suitable for handling
complex and changeable topology, such as splitting and
merging a curve. Another is its ability of performing

Journal of Korean Socieity for Internet Information 2012. Aug: 13(4): 53-62 53

http://dx.doi.org/10.7472/jksii.2012.13.4.53



Ml
A

Helgmet e

=Y

25 Lot e

numerical computations on Cartesian grid without the
parameterization of points on the curve. Due to these
advantages, our work here exploits a geometric active
contour model called distance regularized level set evolution
(DRLSE) developed in [1,2].

The original DRLSE method was only proposed to
segment objects in gray-scale images. To apply this
approach into color images, there will be some effects on
both slowing down processing time if the size of images is
large and decreasing computing accuracy if the color value
of pixels is converted to its intensity as well as the way to
calculate gradient image is chosen. In this paper, we suggest
an adjustment in the speed function of this model to enhance
performance of segmenting results on natural color images.
This function in its gradient flow equation is altered to use
color gradient information rather than traditional gray-valued
gradient. To speed up the program, images can be
subsampled and also the narrow band algorithm is referred
to the implementation progress.

Hence the paper is organized as follows. In section II, we
review previous works in object segmentation using active
contour models. Section III describes briefly background of
the original model in the level set framework together with
an idea of speeding up its computational time through the
narrow band algorithm. DRLSE method as well as our
improvements of using edge information based on color
values is discussed in section IV. Given our new model,
section V provides experimental results by applying to
numerous color images taken from a public database.
Finally, section VI is conclusions to remark our contribution
in this paper.

2. RELATED WORK

To segment a particular shape of objects in gray-scale
images, active contour models introduced by Kass, Witkins,
and Terzopoulos [3] in 1987 has become one of extensive
segmentation approaches in image processing. It was also
called snakes or deformable models. Its definition is to
formulate closed curves or surfaces under an energy
minimization framework. It aims at deforming an initial
contour to object boundaries under various external forces as
constraints determined by users. In spite of few difficulties,

it was used for many applications. Later, the level set
method was introduced by Osher and Sethian [4] in 1988 to
solve weakness of the beginning active contour models. Its
idea is basically to describe a contour as the zero level set
of a level set function to control its evolution driven by
different forces extracted from a given image and embedded
in a speed function [5-10]. It then rapidly became a general
framework of most active contour models.

Deformable models can be categorized by the way how
their energy functional is formed. They are parametric and
geometric active contour models. A parametric model is
represented as explicitly parameterized curve in Lagrange
formulation. Otherwise, a geometric model has implicit
representation and deforms according to Euler formulation
based on the theory of evolution and geometric flows [11].
Dependent upon its structure, this level set based model is
better and used more and more.

On the other hand, active contour models can be roughly
classified by their provided information as well. They are
edge- and region-based models. And different criteria to give
a measurement of these types are driven from a lot of
information as edges, color values, textures in images, or
even motion in videos. Hence, numerous edge- and
region-based methods have been employed. Among them,
distance regularized level set evolution can be considered
like a new edge-driven active contour model. In this model,
an edge descriptor is computed by using image gradient
information to attract the curve toward boundaries of the
object where strong edge response appears. Its main target is
to solve one of disadvantages of the segmentation problem.
That is it helps eliminate a costly re-initialization procedure
of a front depicted in a signed distance function. The
experimental results then gave expectative performance in
the scope of gray-scale images.

To apply the goodness of DRLSE model to general
images, inheritance by modifying its energy functional
directly or combining its characteristics with other
approaches should be considered to develop new suitable
deformable models for segmenting color objects in a
superior way.
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3. BACKGROUND

3.1 GEOMETRIC ACTIVE CONTOUR MODELS

A basic active contour model deforms a given closed
curve by a speed function F, subject to constraints, in order
to detect objects in an image. The speed function here
always propagates the curve in normal direction on each its
point.

Let © be a bounded open subset of R*, with . its
boundary, and 7:Q >R be a gray-scale image. Early
active contours are modeled like a parametric active contour
C(s,2):[0,1]x[0,00) > R* with a spatial parameter s
describing points in the contour and a temporal parameter ¢.
However, this definition cannot make the curve be deformed
when topological changes occur. And the level set method

becomes an effective solution to overcome these situations.

(Figure 1) EVOLUTION OF A CURVE IN THE
LEVEL SET FRAMEWORK

The level set method formulates an active contour C(s, )
on a plane as the zero level set of a higher dimensional

function ¢(;C,t) where *=(x,»), called a level set
function (LSF), in the space of R*. Its evolution equation
can be written as below

o¢
L Fvg =0
& TEIVY

$(x,3,t=0)=¢,(x,) (1)

where the set {(x.7)[4,(x.7)=0} defines the initial
contour. The function 7 is called a speed function and
controls movement of the curve. For image segmentation,
the second component in the left-hand side of equation (1)
is generally separated into two kinds ofterms, external terms
which force the contour toward the desired object boundaries
based on image data and internal terms which smoothen out
the contour in areas of high curvature.

Outside

(Figure 2) THE EVOLVING C OBTAINED BY
EXTRACTING THE ZERO LEVEL SET

To improve some problems of the traditional level set
methods related to its highly inaccurate computation taking
place during the evolution [7,8], the function ¢ is initialized
as a signed distance function

—d (;C) inside C
¢(x,t) =1 0 on C
d (}) outside C )

where d(})=min(‘}—;,) for all % on the contour C' as

shown in Figure 2. Although this scheme gives good results
owing to the main property V| = 1 it also producesweak
points such as the periodically complicated re-initialization
progress as well as an undesirable side effect of moving the
zero level set away from its original location [8,12].

3.2 THE NARROW BAND ALGORITHM

As normal, results of the level set method belong to

el

b= QIE{Ll HES| (13743)
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computing the evolution of all level contours of ¢, not just
the zero-level one. That requires high complexity, and it is
more complicated because there is one more dimension in
the level set framework than its origin.

To improve its computing speed, this method needs an
effective traversal technique which calculates only in a
particular neighborhood of the zero-level contour. This
technique is called the narrow band algorithm. It has been a
meaningful work to limit the computation on the entire
image domain and only concentrate on the zero level set of
the level set function. As a result, its complexity of
computing N’ points in three-dimensional space is decreased
from O(N’) to O(kN’) where & is the number of windows.
By applying this technique, its cost is reduced significantly.

The basic idea of this method is to mark points on the
grid in one of three labels: alive, far away, or land mines.
This labeling belongs to their relative position to the band
(i.e. inside, outside, or on the band, respectively). At each
step of evolution, one land mines point will become an alive
point, and the band is updated by the neighbors of this land
mines point.

@ alive
O land mines

O far

o oo o

(Figure 3) LABELING TECHNIQUE IN THE NARROW
BAND ALGORITHM

4. DISTANCE REGULARIZED LEVEL
SET EVOLUTION APPLIED TO
COLOR IMAGES

4.1 COLOR GRADIENT

A color space is the way in which colors are expressed.
In digital images, RGB color space is widely used the most.
However, converting RGB color images into gray-scale
images would commonly lead to negative effects. Using
only gray-valued gradient information can cause the
distortion in color images. Some information to distinguish
different colors can also be lost if they have the same gray

value. In this case, sometimes the boundary between objects
and background is blurred. Moreover, the conversion from
RGB color space to others (such HSV, L*a*b*, etc.) is
regularly time-consuming due to its complex computation if
the image has large size. In order to enforce the original
DRLSE method upon color images, we use the color
gradient information itself for gray-valued gradient
information to control the movement of the contour because
of the richness of information in RGB color space.

Before extracting color gradient information, color image
7 is convolved with a Gaussian kernel G with a specific

standard deviation o as
1, =G *I 3)
After that, color gradient components in X and Y
direction are computed by choosing the maximum gradient
value among three color channels of convolved image 7, in

each direction, respectively. So that the edge indicator
function is defined by

1
g_1+‘max(V1;)2

@

for all color channels i=1,3.

(a) Original image(b) Edge indicator function
(Figure 4) COLOR GRADIENT FOR EDGE DETECTION

4.2 DRLSE

The proposed distance regularized level set evolution
(DRLSE) by Li et al. in [1] introduced the following energy
functional

£(¢)=uR,($)+z.,(9) ®)
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where Rp(a’)) is the distance regularization term to
characterize how close the level set function ¢ is to a signed
distance function, 4 is a constant controlling this deviation,
and £.(¢) is a certain external term depending on
user-defined image features.

The regularization term in the image domain can be seen
as an internal energy term and is stated that

R,(¢)=| p(V4)dx ©

where p is a double-well potential function [1] provided by
the below construction

72(1—005(2715‘)) ifs<l

~(s-1)’ ifs>1 0)

The external energy term in equation (5) is designed as

£ (9)= 2], 85($)|Voldx+v[ gt (~¢)dx ®)

where g is the edge indicator function described by equation
4), A>0 and veR. H is the Heaviside function, and ¢
is the univariate Dirac function clarified by & (¢)=H'(¢).
In this term, the first component computes the length of the
zero-level contour of ¢. This energy is minimized when the
zero-level contour is located at the boundary of objects. And
the second component computes the weighted area of the
region inside the zero-level contour of ¢ as well as is able
to speed up its movement.

By taking the derivative of the level set function ¢ with
respect to ¢, the energy functional e(¢) is minimized
whilesolving the following gradient flow

3 _ [M dlv[ ¢J]+A§(¢)div{g§ﬁ]+“g5(¢)

smooth function

> (10

where e is a constant chosen by experiments. The narrow
band algorithm [10] is then chosen to reduce the cost of
complexity of implementation since it only computes pixels

around the zero level set of a curve, not whole an image.

) Initial contour (b) Final zero level set ¢

rrn

) Extracted object ) Groundtruth mask

(Figure 5) OWL SEGMENTATION BY DRLSE FOR
THE COLOR IMAGE

5. EXPERIMENTS AND ANALYSIS

The initial contour ¢, can be a signed distance function
or a binary step function defined by

4 (x): {*C‘O ifrxe 1?0

¢y otherwise (11)

where R is a tegion in image domain, and o > 04

constant. Then, the discretization of evolution equation (9) is

ot [V followed by the following difference equation
©
k 1
IR 12
To implement the above equation in numerical scheme,
the univariate Dirac function is usually approximated by a
St QIE{Yl MESHS| (13343) 57
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where L(@k,z) is the approximation of the right-hand side in
(9) by the spatial difference scheme approximated by the
central difference for partial derivatives and the forward
difference for temporal derivative.

To express segmentation performance of our modification
in this paper, the implementation of DRLSE method in color
images has been carried out by using various natural images
on Berkeley database provided at [13]. A PC of Core(TM)2
6700 2.67GHz and 2GB RAM is used to run the author’s
source code [14] in the environment of Matlab 2011a. In
numerical implementation, all experiments are tested based
on two different approaches, both full domain and narrow
band algorithm [1]. For all experiments here we let some
parameters be constant as 11 = 0.02, A=5, v=3, e=1.5 and the
time step t=10.

(c) Extracted
object

(a) Original  (b) Initial contour

image

(f) Contour
movement at 20" movement at 40" movement at 66"

(d) Contour (e) Contour

iteration iteration iteration

(Figure 6) EVOLUTION PROGRESS OF OUR
PROPOSED MODEL IN A COLOR
IMAGE

First, we apply the proposed algorithm to a 321x481
image in 74 iterations. Its result is shown in figure 6. Figure
6(a) is the original image. Its initial zero-level contour ¢, is

represented by a yellow rectangle in figure 6(b). White

regions in figure 6(c) are objects segmented from the image
background. Figure 6(d), (e), and (f) are in turn results got
at 25m, 50th, and 74" steps of evolution and take
approximately 17.4, 36.1, and 54.3 seconds respectively.
‘When applying the narrow band algorithm to this image, the
segmentation results the same but its computing cost is only
38.9 seconds for whole 66 iterations. It means that this
algorithm helps our improved method do faster than its
original calculation approach.

yr"

(a) Original image (b) Groundtruth mask

Case 1: Color image

(c) Initial contour
Case 2: Converted gray-scale image

(d) Extracted object

(e) Initial contour (f) Extracted object

(Figure 7) COMPARISON OF SEGMENTATION
OF DRLSE METHOD IN TWO CASES

In figure 7, we compare results of segmenting an object
in two cases: color image and its gray-scale conversion.
Both of their evolution have the same initial contours and
are stopped after 100 iterations. For the color case, DRLSE
method can extract main objects as accurately but not so
smooth as given ground truth image when using our
adjustment in its edge indicator function. Compared with the
gray-scale case, we see that the active contour in case 2
cannot finish evolving to the boundary of objects in the
same number of iterations when converting the image to
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Furthermore,
gray-scale images is slower. In this figure, it spends around

gray-scale value. segmenting objects in
135 seconds in computing for the color case. But for the
gray-scale case, the algorithm needs more than 200 seconds.
The difference between two periods of time is fabulous.

Table 1 is given to compare the computation time (in
seconds) between the full domain implementation and the
narrow band algorithm with or without a subsampling step.
In this table, it remarks that the narrow band based
implementation runs faster than the full domain approach.
Additionally, using more and more image subsampling can
speed up the deformation of contours. But it may cause
errors in identifying the boundary location if the size of
original images is decreased too much. There should be a
tradeoff between subsampling step and accuracy of the
segmentation.

(Table 1) COMPARISON OF COMPUTATION
TIME OF IMPLEMENTATION IN TWO
DIFFERENT WAYS

Narrow Band Full Domain
#lters
100% size | 80% size | 100% size | 80% size
50 8.8 5.6 14.3 82
200 34.7 22.6 535 327
400 70.6 4.5 107.3 65.3
500 9.5 53.8 1309 81.5

Next, figure 8 demonstrates segmentation results by
trying our improvement on DRLSE in numerous color
images. The zero level set of contour ¢ is presented by a
yellow front enclosing the main object. The first column
gives original images together with their initial contour. In
the second column, segmentation results are given. And their
binarized results are shown in next column. The fourth
column is groundtruth masks provided by the database for
visual comparison. Based on this figure, weak points of our
algorithm are shown and analyzed. First, all color images
should be assumed that color value of the background is at
least nearly homogeneous. For example, in figure 8(a), (d),
and (f), if their background is almost uniform, contours can
evolve to desirable objects easily. Final results are also
acceptable when comparing to given groundtruth masks. On

the contrary, segmentations in figure 8(b) and (e) are failed
since their background is inhomogeneous caused by the
grass and small flowers. Due to them, the gradient value is
not strong enough to shrink contours toward the boundary.
In addition, the
segmented object and others in images should also be large
enough to be able to distinguish mutually. In figure 8(g),
though its
segmentation is still failed. The reason is that color values of

difference of color values between

even its background is homogeneous,
the focused object and background are quite same. Thus
there appears a weak boundary problem between them. One
more disadvantages is that the model can only segment all
mixed objects in an image as one group. It means that we
cannot separate them into different ones from each other
since they are very close or stuck together as in figure 8(a)
and (c). Especially, in figure 8(a), it will be more
meaningful if the grasshopper and the leaf are split as two
distinct objects. Finally, in the scope of this paper, the active
contour has to be initialized to be completely inside or
enclose whole the desirable objects.

6. CONCLUSIONS

In this paper, we modified the edge indicator function
used in DRLSE method based on the color gradient aiming
to color information. The experimental results show that the
active contour here can fit mostly the boundary of
expectative objects more than in converted gray-scale
images. Besides, this method integrated with the narrow
band algorithm and subsampling step helps decrease the
computation time a lot. In some senses, our changes in this
paper have got acceptable performance in terms of accuracy
and time efficiency. Simultaneously, section V mentions
disadvantages of our approach which should be improved in
the future. Hence, our coming research is to keep
concentrating on segmenting dynamic-shaped objects in
natural color images. Not only the final zero level set of
contour is able to fit the boundary more exactly even if
there exists the presence of weak boundaries, but also the
contour is initialized more flexibly.

4

el

b= OlE{Yl HE5Hs| (13H43)

59



HE|Zrat YUAE of

Original image with its
initial contour

Segmented result

Extracted object

Groundtruth mask

(a)

(b)

(e)

)

E
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(Figure 8) SEGMENTATION RESULTS WITH VARIOUS COLOR IMAGES
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