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Component-based density propagation for human body tracking
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Abstract

This paper proposes component-based  density propagation for tracking a component-based humon body model that
comprises components ond their flexible links. We divide a humon body info six body parts as components - head, body, left
arm, right arm, left foot, ond right foot - that are most necessary in fracking ifs movement. Instead of tracking a whole body’s
sihouette, usihg component-based density propagation, the proposed method individually fracks each component of various
parts of human body through a humon body model connecting the components. The proposed human body fracking system
has been applied to track movements used for young children’s movement education: balancing, hopping, jumping, walking,
tuming, bending, and sfrefching. This proposed system demonstrated the validity and effectiveness of movement fracking by
independently defecting each component in the humaon body model and by acquiing an average 97% of high tracking rate.
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1. Introduction physical education field for analyzing ballet motions
and gymnastics [2,3].

Tracking a human body has become an important Many researchers have tried different methods for
issue in computer vision. There are various areas of reliable body tracking. Lowe estimated
applications for tracking the human body, in the h body movements using robust dynamic
medical - field for analyzing = person’s walk, ~the models from video [5]. Mittal et al estimated
virtual reality field for avatar controls, the h body poses using two-dimensional (2-D)
automation field for interacting between people and silhouette shape analysis [6]. And Rosenhan ef. al
machines, the surveillance field for security, and the proposed a silhouette-based h motion estimation

I T o 24 system achieved more accurate tesults than using
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Table 1.

Survey on component-based tracking

proposed method [9]

[10] [12] [13]

what to track

Full body parts |Head, Hands, Feet |Head, Body, arm, leg

Head, Torso, Legs | Upper and lower arm

how to density Kalman Anisotropic Gaussian |Inferencing stochastic |skin color and inverse

estimate propagation filter filter grammars kinematics
others apply avatar apply avatar walking human action human body action
year 2008 1998 2007 2001 2006

Still, tracking a human body is made particularly
difficult by its complex appearance and motion. A
full-body approach is subject to a high degree of
transformation because the method is affected
significantly by changes in posture, lighting
conditions, overlapping, transformation, noise, and
incompleteness of feature extraction. Even for the
same person and the same movement, it is not
straightforward to track the whole human body and
to recognize precise movement. Because of such
partial  distortions, the human body should be
considered as a set of body parts and tracked
independently. A component-based  approach
considers human body parts as components and
subsequently uses the relationships between these
components to represent the entire human body.
Table 1 shows existing component-based tracking of
a human body. Alex et al found information on
the location of head, hands and feet using Kalman
filter from five cameras and applied the location
information to each component of an avatar [9].
Lee and Ko tracked a head, a body, a left am, a
right arm, a left leg and a right leg using
anisotropic Gaussian Filter [10]. Cho and Cho
proposed the inferencing stochastic grammars for
recognizing human actions [12]. Patk er al. found
the location of face and arms using skin color and
inverse  kinematics [13]. So far, however,
component- based human body tracking is applied
to only some parts of the human body, such as the
upper body, and not the whole human body.

Recently, density propagation has been adopted
for human body tracking. Even if the human
motion does not track clearly in a current frame,

density propagation can estimate the position of
human through the previous frames. Wang and
Leow articulated human body posture using
non-parametric Belief propagation from single or
multiple images [8]. Bernier and Cheung-Mon-Chan
tracked a human upper-body pose by Particle
filtering, and mapped the video frames into a
three-dimensional ~ (3-D) model, by  Belief
propagation [1]. The human body can be expressed
by a whole human body’s silhouette, and tracked
by using density propagation [4].

In this paper, we propose component-based
human body tracking using density propagation. A
human body is modeled by dividing each part of
the entire human body into components. Instead of
tracking a whole body, we track, as components,
independent body parts.

2. Component-based human
body model

2.1 Component-based human body model

In this section, we introduce a component-based
human body model that connects body parts. The human
body model consists of six body components(z) — head,
body, left arm, right arm, left foot, and right foot —
that are most important in tracking the human body.
Each component contains geometric information
(position, relative size, and shape) and appearance
information (color). Each component also includes
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information on its link to other components, such as
which of the four sides that represent each
component are connectible, the names of the parts
being connected, the connecting angles and the
connecting distances:

Human = (C,R;), i=1,--,6 (1)

where Human tepresents a human body model
that consists of I(=6) number of components, while

G refers to each component geometric and appearance

information, and R, represents information on the
link between components.

2.2 Component-based human detection

Each component should be detected and
initialized for human body tracking. Given an image
frame (Fig.1(2)), we subtract a background image to
segment a foreground human body image. We
assume that a foreground image (Fig.l(b)) is a
semantically binary image consisting of foreground
pixels and background (white) pixels.

Such a binary image is grouped according to
connected foreground pixels and segmented regions.
Then the labeled connected components are filtered
out depending on the bounding box of the region,
by removing noise-like tegions and non-human body
part-like regions.

- tegions which are too long for a side of the
bounding box,

- tegions having small areas,
- tegions having a small values of elongatedness,

a shorter side of the region

a longer side of the bounding box

- regions having a small value of compactness

area of theregion

area of the boundingbox

The above criteria provide a set of candidate body
component areas without scanning all possible
aspects ratios and possible positions into binary
segment areas. This improvement leads to greater
precision in terms of locating components and helps
to detect the body from the background, especially
when parts of the surrounding background are in
motion.

Then, the grouped foreground is initialized as
body components using the human body model in
Sec.2.1. The human body model detects the color
data of skin or the assumed  test clothes if
information on clothes is given. In this paper, the
face, the left arm and the right arm can be detected
using skin color, and the left and the right feet
detected by slippers’color because children in the
kindergarten that made the video were all wearing
slippers. The remaining part is then defined as a
torso (Fig.1(c)). We compute the center of each
component for probabilistic tracking using the
density propagation (Fig.1(d)).

Fig. 1 shows the component-based detection of
seven movements — balancing, hopping, jumping,
walking, turning, bending and stretching. Fig.1(b)
shows a segmented human body. Fig.1(c) shows
detected components after removing unnecessary
areas and Fig.1(d) shows the centers of components.

3. Component-based density
propagation

In this section we track each component in the
current frame using the information acquired from
the previous frames. To track each component we
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(a) (b) (c) (d)

Fig.1. Detection of comporents in a human body: (@ input video frame, (o)  segmenting
foreground, (¢} detecting each comporent, and (d) centering each ocomponent. There  are
seven movements - balancing, hopping, jumping, walking, turning, bending, and
stretching, from the top row to the bottom row.

propose to find the location information and relationship 3.1 The Bayes' theorem

among components using the density propagation.

The probability theory is the academic approach
on coincidence and uncertain. This theory is
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positively necessary in pattern recognition dealing
with tecognition for case the incident occurred in
uncertain situations. If there are two events w and
x, the conditional probability of the event w,
P(wlz), is defined as the probability that the
event w will occur given the knowledge that the
event = has already occurred. If the events w and
x are not independent, then the probability of the
intersection of w and « is defined by
PlwNz)=P(wlz)P(z) = Pz|lw)P(w).
From this definition, the conditional probability
P(wlz) is easily obtained :

P(zlw) « P(w)
P(z)

Pwlz)= 2
The Bayes’ theorem is an important statistical
approach for pattern recognition problem, especially
when mathematically dealing with decision problem
in uncertain situations. Suppose that the event class
w is divided into a collection of N mutually
exclusive events (sets). The event x can be written
as the wunion of the N disjoint events,
T =xw; +xwy +---+zwy. This implies total

probability theorem:

P(x)= P(xlw,)P(w,)+ P(x|w,)P(w,)Plw,)
+ed Pz lwy)P(wy)

The total probability theorem and the definition
of the conditional probability may be used to derive

Bayes theorem:
Plw,lz) = \P(5L|wl) . P(w;)
EP(SL‘|wk) . p(wj)
k=1 (3)
_ P(l|w,) . P(wj)
- P@)

where w; is a class j-th and z is a feature vector.
P(w;) is the prior probability of the class w; and
P(z) is the probability to detect z. P(wjx) i
the posterior probability for the class w;, if an
observation = is given. P(:L‘ij) is the conditional
probability to detect the observation z, if the class

w; is given.

3.2 Density propagation

The density propagation is the estimate of an
object in frame %, based on the observation up to
frame k-1, as in the Particle filter or the Kalman
filter [4]. It is necessary to track and match an
object using the density propagation to obtain the
probability of tracking the object, £ (X« [Z ).

If the probability density of an object to be
tracked up to frame & -1, P(X,[Z,) i
provided, the probability density of an object to be
tracked in frame &k P(X,1Z,,), can be
estimated by propagating the information of the
object tracked up to frame k — 1. The probability
density P (X, 1Z,)

applying the sample

can be obtained by

propagated from
P(X, ., [Z,.). The density propagation can be
expressed by changing Eq.(3) as follow:

P(Z, | X )P(X,)

P(X, ‘Zk—l) = P(Z,,) (4)

where P (X ) indicates a prior probability of
an object that can be estimated in frame %, and
P(X, 1Z,) indicates a posterior probability of

an object that can be estimated in frame k, when
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the concerned object tracked up to frame £ -1 is
provided. The probability £(Z, | X,) indicates
a conditional probability to be decided as the
concemmed object in frame & — 1, when an object
is tracked in frame k. The probability £(Z.)
indicates a probability of an object in frame k& —1.

3.3 Component-based density propagation

Component-based density propagation can track
each component through the tracked information in
human motion from frame &k —1 to the current

frame % wusing each component geometric and
appearance information, C:. And the connection

information of each component, R, i Sec21. If
the probability of a component tracked up to frame
k-1, P(X, "2, ") s given,
the probability of a component to be tracked in
fame & P(X, 1 Z, ") can be
estimated by propagating the information of tracked
each component. By applying propagated samples
from the probability P (X (""" 1Z,," ")
the probability of correctly identifying the

((7/,1%/))

component P (X, 1Z can be

obtained by changing Eq.(4) as follows:

GR) | 3 GRI py v GR)
X 7 (C/>R/))=P(Zk—1 X TRXTTT)
' " RZ, )

where I and J consist of six components,
respectively — head, body, left art, right arm, left
and right feet. P(X ') indicates a prior
probability of components that can be tracked from

frame k and P (X, "z,

C;,R;) . .
"77)  indicates

)

a posterior probability of the components in frame
k, when components tracked up to frame k£ —1 are

given. The probability P (Z,,'“"" | X ‘")
indicates the conditional probability of the concerned
components in frame & — 1, when components are
tracked in  frame k£ The  probability
P(Z,,'""")  indicates the probability of
components tracked up to frame £ — 1.

Then, it is required to match components tracked
by density propagation. To measure the similarity
between components, we use the Euclidean distance:

distang "2~ 2. Y+ 2.7 6

where € indicates a geometric and appearance

information of a component i and R, is a

. . . . (CiR))
connection information of component i. X « is

(C,,R;) ,
ity i

the component i tracked in frame £ Z &
the component j tracked up to frame & — 1. For the
distance of €. and R, in frame k from €, and
R, in frame k -1, Dc,, which is the smallest
value, can be decided as the concemed components.

In such a manner, the components repeat the
matching process while every frame is coming.

D, =min(distance(X ‘" - Z, ‘")) (7)

The probability P (X ' [Z,,““"7") of
the concerned components (Eq.(5)) can be combined
as the sum of weights. In this paper, each
component can be tracked in each frame:

1 J

' (GoR) (C.R)
Z ZWZP(Xk . | Z,, )
=l j=l Dc and

w, =1- : ®)

i M
2D,

m=1

9%

2008. 6.



oA FHg 93t

0l

2 7|8 %5 M

where a weight Wi is the value between 0 and

1, and the sum i 1. D¢, indicates information

decided as the concerned component i and Dc,
can be indicated as the sum of information decided
as the by  density
propagation. six components,

respectively.

concerned  components

M consists  of

4. Experimental results

4.1 Seven movements

The proposed system was applied about seven
basic movements used on movement education to
be suitable for

children’s. Seven basic movements are divided as

a development of a young

locomotor movements and non-locomotor
movements: the locomotor movement is changing a
situation of the body in spaces as walking, running
and hopping, and the non-locomotor movement is
moving fixed the body as bending, stretching,
balancing and turning. Walking is a movement
moving one’s weight from one leg to the leg.
Jumping is a movement to jump with two on foot
or two feet in the air, and get down with on foot.
Hopping is the rhythmical movement landing with
the same foot after one pushes up one foot with
weight from the ground or floor. Bending is to
make two close body parts approach one another
through bending movement. Stretching is to stretch
parts of human body vertically

horizontally. Balancing can be conducted in a static

various or
state to support the center of body, or can carried
out while one is moving. Tuming is a subsequent
movement tuming the while body centered on the

vertical or horizontal axis, while twisting is twist
This paper was
performed to five-year-old or six-year-old children
in the neighborhood kindergarten. Fifteen young

some part of human body.

children repeated each movement from three to five
times. A video camera was placed at the front of

each young child.

4.2 BExperimental environments and data

In the paper, video used to experiment carried
out in Windows XP with a Pentium- IV 3.0 GHz
CPU with 1GB of memory, and a program
implemented in Microsoft VisualC++ 6.0. The video
frames used in this experiment were acquired with
a Sony DCR-PC330 at 15 frames per second (fps)

Table 2. Data number from test frames: (a)
balancing, (b) bending, (c) hopping, (d) jumping, (e)
stretching, (f) turning, (g) walking

movements | (@) (b) (& (@ () (B (g | total
number of
frames 208 223 163 186 190 204 19 | 8220

with a resolution of 320%240. The system was
tested using a total 8220 frames (Table 2).

4.3 Bxperimental results

2-D

each  component

Fig.2 demonstrates locations and  error
distribution  of
movements, Of all the sequences for movements, 10
frames are shown. In the first frame, although all

the components showed large errors because of the

for seven

initialization process, the error reduced over time.

Table 3 presents tracking mates of each
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component in 8220 test frames and the proposed
system achieved an average tracking rate of 97%.
For each component, the tracking rates were as
follows, head 97%, body 97%, left arm 98%, right
arm 94%, left foot 98%, and right foot 97%.

Fig3 shows the false tracking results of our

experiments. As shown in Fig.3(a), since the young

12 —— Balancing
' —=— Bending
16 —&— Hopping
14 —=— Running
12 —#— Stretching
sy —e— Turning
@ 0s —— ‘Walking

4 5
frame

g 7 8 9 10

2 -
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16 r i
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% 1 —e— Turning
—+—‘Walking

1 2 3k ib
frame

)

Seven

g 7 g8 9 10

Fig2. Error distribution  of movements:  (a)

left leg, and () right leg

head,

child’s left arm and head overlap when stretching,
they are detected as one group, in the image
processing and thus the right arm should be
separated from the head. In Fig. 3(b), a young
child turns too fast; while an image component
should have been tracked as a right arm, it was
incorrectly tracked as body.

2
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Tk —— Running
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(=} 2
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Table 3. Tracking rates of each component in
seven movements (%)

components |, o left right left right
movements arm arm leg leg

balancing 97 97 97 95 99 96

bending 9 97 97 % 97 9D
hopping 97 94 100 9% 97 %
jumping 9 94 98 9% 9 9%

stretching 97 9 % 92 9 99

turning 98 97 99 92 97 98
walking 92 100 96 93 98 98
average 97 97 98 94 98 97

Fig.3. False tracking examples: (a) error in
wrong detection of a left atm and (b) error in fast
turning. The top row shows the video frame and
the bottom row the foreground. Ellipses indicate
incorrectly detected components.

5. Conclusions

This paper presented a human body model
suitable to tracking human body components for

movement and proposed density propagation for this

component-based human body model. Instead of
using the original density propagation, for better
tracking of a human body, we adopted density
propagation to each body component that has
appearance
connection information. While each component was
detected individually, the human body was tracked
based on the component-based human body model.
Hence, the proposed tracking method was applied to

geometric  and information  and

seven movements of young children and was
verified by acquiring an average 97% of high
tracking rate in Table 3. The proposed method is
not only less sensitive to posture or lighting
changes, but it also infers movements without
markers; therefore, the proposed method makes
tracking of a human body relatively straightforward.

Although not all the components are clearly
detected, because of partial distortion arising from
lighting conditions or overlapping, movements were
detected as reliable using a component-based density
propagation approach. For this reason, the proposed
method has advantages of stable tracking of a broad
range of movements.

In the future, a component-based tracking
system proposed in this paper will be based on a
silhouette, instead of being color based, and will be
expanded to 3-D, using mwltiple cameras. In terms
of the tracking method, future research will include
use of the Kalman filter.
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