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Abstract

Relevance feedback is a fechnigue to leam the user's subjective perception of similarity between images, and has recently
gained atfention in Content Based Image Refrievdl.  Most relevance feedback methods assume that the individudl features that
are used in simiarity judgments do not inferact with each other. However, this assumption severely limits the types of similarity
judgments that can be modeled. In this paper, we explore a more sophisficated model for similarity judgments based on fuzzy
measures and the Choquet Integral, and propose a suitable dlgorithm for relevance feedback.  Experimental resulfs show that the

proposed method is preferable to traditional weighted- average techniques.

1.A &

With the recent advances in the multimedia tech-
nology and the advent of the World Wide Web,
Content-Based Image Retrieval (CBIR) has become
an actively researched area. Many visual feature re-
presentation techniques and systems have been built,
e.g., [3]I8][9][10]. One of the most important aspects
of CBIR to be explored further isthe effective use of
relevance feedback to improve the quality of retrieval.
The goal of relevance feedback is to learn the user’s
subjective perception of similarity between images
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based on the user’s interaction. The similarity para-
digm used in the system needs to be sufficiently
general and flexible so that it can be dynamically
adapted to approximate a variety of similarity judge-
ments encountered in practice. There are two basic
types of relevance feedback: (1) weight updating
[1][2]{8][10], and (2) query point moving [11]. In
the weight updating method, the weights (parameters)
associated with the similarity measure are updated
based on the feedback. In query point moving, the
query is modified based on the feedback. In this
paper, we consider the weight updating approach.
The problem of measuring the overall similarity
between images with respect to multiple features can
be considered as that of aggregation of evidence
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obtained from different individual similarity metrics,
one for each feature. The weighted average method
is the commonly used aggregation method in CBIR
systems due to its simplicity [1][2][10]. This paradigm,
however, is not flexible enough to model queries
such as: Retrieve all images that are similar to the
given image with respect to any 3 features out of 5.
In this case, the aggregated value should be high
whenever any three or more individual metrics provide
high similarity values. This cannot be modeled by a
weighted average since we do not know which three
features are applicable for any given image. Using
equal weights for all 5 features does not give high
enough values for the overall similarity. Moreover,
the weighted average paradigm assumes that the
features are independent of each other so that the
overall similarity can be modeled as the sum of
(weighted) individual similarities. However, in general
features are not independent of each other and we
need to consider interactions between features. For
example, some of the features might be highly cor-
related, and therefore, the weight for the combined
evidence from these features should be less than the
sum of the weights for the individual features. Also,
similarity with respect to a particular feature may be
important to the user only if similarity with respect
to some other feature is present or absent.

The Choquet Integral (CT) [12] has been proposed
[4] as a similarity measure in order to overcome the
above problems with the weighted average aggregation.
(See also [5] for a related measure.) In this approach, a
fuzzy measure is defined over the power set of a
given set of features and CI is used to aggregate the
individual similarities with respect to the fuzzy mea-
sure. Therefore, interactions between features can be
represented and highly sophisticated queries can be
modeled. However, relevance feedback is not discussed
in [4]. In order to utilize the full potential of CI for

CBIR, we need to estimate the fuzzy measure to be
used for a given query based on the relevance feed-
back provided by the user. Moreover, the estimation
process needs to be fast when we are dealing with a
very large image database or with the Web [§]. In
[7] an algorithm for relevance feedback based on the
Sugeno measure is suggested. However, the Sugeno
measure is highly restrictive in that it assumes that
all pairs of features interact the same way. In this
paper, we explore the use of the CI as a similarity
measure, and propose a practical algorithm to dyna-
mically estimate the fuzzy measure (in its most general
form) based on the feedback provided by the user.

2. Fuzzy Measure and Choquet
Integral

2.1 Fuzzy Measure

Let X = {xi1, x2, x»} denote a finite universal set
and let P(X) denote the power set of X. A function
g 1 PX) — [0, 1] that satisfies the following
properties is called a fuzzy measure:

(i) g(2) = 0, gX) = 1, and
@) A B CXand A C B, then g(4) C g(B)

Note that a fuzzy measure g( - ) requires 2" coeffi-
cients, ie. the g( +) values of the 2" subsets of X.
The value of g(4) denotes the worth or importance
of subset A. If a fuzzy measure g is additive, then
gx, b = glx}) + g(tx}), ie., measure of the
whole is the sum of the measures of the parts. If we
allow interactions between x;’s, then measure of
whole may be less than or greater than the sum of
the measures of the parts.

The monotonicity requirement in (ii) above can be
depicted in a lattice. Figure 1 shows the lattice for X
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(Figure 1) Lattice of coefficients of a fuzzy
measure

= {x1, x, x3}, where gy denotes g(ix, x;}). The
lattice has n+1 horizontal layers. The layer containing
go=g(?) is layer O and the layer containing gx=g(X)
is layer n, where n is the cardinality of the universal
set X. A path is defined as a sequence of g’s,
starting from go and ending in gx. Property (ii)
requires that the measure is always increasing when
we travel along a path. For a given node in layer /
representing g(A), its lower neighbors {upper neighbors)
are defined to be the set of nodes in layer / - 1 (I +
1) that represent the measures of g(B) where B is a
subset (superset) of A. There are [ lower neighbors
and n - | upper neighbors for a node in layer L

2.2 Choquet Integral

Let f: X [0, 1} be a function and let g be a
fuzzy measure on X. The Choquet Integral (CI) of f
with respect to g is defined by

G = /x fog=Ziralflg) - fxan)lglde) (D

where xq denotes the i-th element of X when the
elements are permuted such that 0 < flxy) < fxe)
< fxw) < 1, and Ag = {x@, > ¥m), 1= 1, oy 1,

are a nested sequence of subsets of X. In (1), fxp)
is defined to be 0. In the present application, flx;)
stands for the similarity between two images with
respect to feature x;. For a given f, the computation
of the integral involves only one path in the lattice
structure. For example, the path corresponding to the
case when fix)) < flxs) < flx)) is shown in Figure
1 in bold. CI can also be computed by the following
equivalent formulation:

Cf) = [xfog = St fx0) [8Bw) - 8Bin)]
@

where x’s are now arranged so that 1 > flxg) =
fxo) = fxm) = 0, By = {xay, ..., xp}, and By
= . In this formulation, fix,) is multiplied by the
increase in worth or importance, ie., by g(By) gB:1),
when x;; is added to the pool By, = {xqu), » Xen). If
X brings little new information, then the measure
should be chosen such that g(By) - g(Bwy) = 0.
The Choquet integral is reduced to a weighted
average when the fuzzy measure g is additive. That
is, if gl{xw, ... x0d) = glxwh) + ... *+ glxoh,
then g(By) - g(Bin) = 8(1x»}). Therefore, (2) becomes

Cg(f) = 2L qf(x(z)) glixpl) = Zi=l“nﬂxi) g(ixh
3

If g(B) depends only on the cardinality of B, ie.,
if g(4) = g(B) whenever |4 = |B|, then g(By) -
g(Bin) = g(Bgl) - &(Banl) = g(i) - gli-1) will be
independent of the specific sets By and B, and
can be written as w;. Equation (2), therefore, can be
reduced to the ordered weighted average (OWA)
operator [6].

Cp = /xfog = Ziflxp) w @

&= oledl FEsE| (12 23)
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It is well-known that OWA can yield any order
statistic (such as the median) with a proper choice of
w, I = 1, .,n Also, it can simulate concepts such
as at least k£ out of n or any k cut of n. It can be
easily shown [6] that

min; f(X(,)) < Cg(f) < max; fixy) 3

3. Relevance Feedback

3.1 Aggregation of Similarity Measures

Let X = {x1, ..., x,} be a set of n features where x;
represents i-th feature, for example, color histogram
or wavelet coefficients. Let S = {s|, ..., $,} be a set
of similarity measures between two images with
respect to features X = {xi, .., x,}, where s *)
Tepresents a similarity measure with respect to feature
X For example, X can be {color, texture, shape}
and sy, 52 and 53 can be a set of similarity measures
with respect to color, texture and shape. Let x, and
Xx denote k-th feature of the query image ¢ and of
image j in the database, respectively. Then, we can
define the overall similarity between the images as
the Choquet integral that combines the similarities
using an appropriate measure, i.e.,

CS, 4, ) = 2. alSoogm> Xiw)
- 8 @n(wn, Xign))gAw) ©)

where 0 < solxm, %m) < - < Solm, Xm) < L
As described in Section 2, in this paradigm, we can
model highly sophisticated similarity judgements
rather than simple weighted averages.

3.2 Learning feature relevance

In (6), g(Aw) can be considered as the importance

or relevance of the feature subset Ag = {xw, ..., Xw).
Therefore, the problem of learning the similarity
measure based on relevance feedback is reduced to
updating an initial default measure g( - ) so that the
measure, is biased toward more relevant images. Let
R" be the set of relevant examples and R the set of
imrelevant examples indicated by the user. Using R’
and R, we need to update g( - ) so that the images
in R” are ranked high and images in R are ranked
low. We achieve this by updating the fuzzy measure
coefficients g(Aw) that participate in (6) for a given
query image g so that for samples i in R', Cy(S, g,
i) is increased and for samples j in R, Ci(S, ¢, j) is
decreased. Specifically, we minimize:

Jg) = Ticrs [CS, ¢ 1) - Seilteens Xien)]
+ Sier [CS, 4, D) - soatio)] ()

where Su(¥Xg0), Xiw) is the maximum among the
individual similarity measures {si( +), .., Si( *)}
between the query image g and the database image
i, and s, Xq) is the minimum among the
individual similarity measures (see also (3)).

We cannot blindly apply gradient descent while
minimizing J in (7) with respect to g(Aw) because
of the monotonicity constraints on the fuzzy measure
coefficients (see Section 2). In addition to this
difficulty, for a given image i, the computation of
the integral involves only one path in the lattice as
shown in Figure 1, and in general the number of
images that are involved in the feedback is small.
Therefore, there will be many unmodified nodes in
the lattice structure when the gradient descent method
is applied. We need to deal with these unmodified
nodes and propagate errors through the whole lattice
structure for better generalization. We do this by
modifying the algorithm proposed by Grabisch in
[5], which was developed for pattern recognition
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problems. In pattern recognition, the objective function
is different from (7), and leaming (training) need not
occur in real time. In relevance feedback, we need
to train the fuzzy measure coefficients on the fly
and retrieve images using trained coefficients as
quickly as possible. The algorithm is as follows.

1. For a given query g and a set of the feedback
examples R* and R given by a user, do the
following.

2. Identify the path and compute the error for each
feedback example p. Let g(0), g(1), ..., g(n) denote
the fuzzy measure coefficients involving the path.
For example, in Figure 1, we have g(0) = go,
gl) = g, g(2) = g3, 83) = gizs. Using (7), the
errors can be computed as

E = C{S, ¢, ) - S, Xpn) if p E R
E = CAS, g, D) - solay, X if p € R

3. Update the fuzzy measure coefficients in the path
using the gradient descent method as follows:

gk = gth) + EE[swXgmn, Xptnb)
- SenGgoks Xpnen)l, K = 1o.n.

where & denotes the leaming rate.

4. Enforce the monotonicity constraints for the updated

fuzzy measure coefficients in Step 3 as follows:
When E > 0, starting from g(1) to g(n-1), if g(k) <
maxLN(k), then set g(k) = maxIN(k), where
maxLN(k) is the maximum value of the fuzzy
measures in lower neighbors of g(k).
When E < 0, starting from g(n-1) to g(1), if g(k)
> minUN(K), then set g(k) = minUN(k), where
minUN(k) is the minimum value of the fuzzy
measures in upper neighbors of g(k). See Section 2.1
for the definitions of lower and upper neighbors.

5. Update the unmodified fuzzy measure coefficients
gk)y’s in the previous steps, starting from the
nodes in the lowest layer, as follows:

gk) = (avgLN(k) + avgUN(k))/2.0,

where avgLN(k) and avgUN(k) are the average
values of the fuzzy measure coefficients of lower
neighbors and upper neighbors of node %, repec-
tively. After updating g(k), enforce the monotonicity
constraint as in Step 4.

6. Repeat step 2 through 5 until g( -) converges.
The leaming rate decreases in each iteration so
that it is guaranteed to converge.

Note that in step 5, unmodified nodes are defined
to be the nodes that have not been modified since
the beginning of the relevance feedback session for a
given image g. For the initial query from the user,
the individual features are considered to be equally
important and independent, and g({x;}) are initialized
to 1/n for i=1,...,n. The other fuzzy measures in the
lattice are computed assuming that g( - ) is additive
(See section 2). During the entire relevance feedback
session for a given query, we do not re-initialize the
g( +) values, but continually update them.

Since g( -) involves 2" coefficients, learning can
be slow when n is extremely large. One solution is
to combine the individual similarity metrics at a
lower level using a simple method (e.g. weighted
average), and apply CI to the aggregated metrics at
a higher level. We now illustrate this procedure.

4. Experimental Results

We tested the proposed approach over two diffe-
rent image data sets: (i) the Vistex data set where
the ground truth is known and (ii) a collection of
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1600 images obtained from various sources, such as
stock photo agents and the Web. There were three
types of features used for this experiment, ie., 196
features extracted from the color histogram, 256
features extracted from the color and texture layout,
and 120 texture features based on the wavelet trans-
form. The description of these features is outside the
scope of this paper. We combine the similarities
based on the color histogram features, into one measure,
and this measure is denoted by C. Similarly, the
combined measure from the layout features is denoted
by L and the combined measure from the texture
featres is denoted by 7. The fuzzy measure is defined
over for the set {C, L, T}. In the experiments, we
set the learning rate to 1 in Step 3 of the algorithm,
and the maximum number of times Steps 2-5 are
repeated in the algorithm to 10.

In the case of Vistex, the original 210 texture
images of size 512x512 were further divided into
16 sub-images of size 128 X128 to create a database
of 3360 images. Therefore, we assume that the 15
siblings are relevant for a given 128X128 query
image. Table 1 shows a comparison of the perfor-

(Table 1) A Comparison of the Retrieval Pre-
cision of CI and WA methods on
the Vistex data set

No. times relevance feedback is sought from user
0 1 2 3 4

a 529 | 7106 | 7467 | 7664 789

WA | 529% | 560 | 5822 60.19 63.20

mance of the CI approach with the weighted average
(WA) method adapted from [1] on the Vistex data
set. Since the precision for the initial retrieval is
already higher than 90% in most cases, we only
show the results for the cases with precision less
than 70%. The results show that CI does better than
WA. |

We illustrate the CI method with an example.
Figure 2(a) shows 16 retrieved images before relevance
feedback. Figure 2(b) shows the improved retrieval
after 2 feedback iterations. Table 2 shows the corres-
ponding fuzzy measure, where the first row corres-
ponds to layer 1 in Figure 1, and the second row to
layer 2. The initial (default) coefficients are shown
in parentheses in each case. It can be seen that the

(Figure 2) Relevance feedback Example: (a) Retrieval result without relevance feedback and (b)
Improved result after two feedback iterations

2000. 12.
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(Table 2) Fuzzy measure after 2 feedback ite-
rations for {C=color, L=layout, T=
texture}, and default values

qC) = 0369 | (L) =037 | g(T) = 0788
(0333) (0333) (0333)
g(IC L}y = 0686 | g({C T) = 0789 | g({L, T)) = 0812
(0667) (0.667) (0.667)

paths g({T1)—g({C, TH—%((C, T, L}) and g({T})—
gL, TH)—g({C, T, L)) are significantly changed. In
these paths, the weight for similarity based on
feature T is 0.788. When feature L is added to T,
the weight increases by 0.024, and when feature C
is added, it increases by 0.001. This indicates that
similarity with respect to feature C is not important
when similarity with respect to feature T is strong.
When the third feature is added to the above two
cases, the weight increases by 0.188 and 0.211 res-
pectively (see equation (2)). The interpretation is that
feature T is very important and two other features
are of moderate importance in the similarity judgement
of the user. Figure 2(b) illustrates this behavior. The
weighted average method does not work as well, as
can be seen from Table 1.

Since the ground truth for the second 1600-image
database is not available, we performed subjective
evaluations of CI and WA methods for this database.
The overall results show that CI is very effective. A
demo of these two methods is available on the Web
(http://210.105.44.171/choi).

5. Conclusions

We proposed a relevance feedback mechanism for
CBIR based on the Choquet integral. In this approach,
a fuzzy measure is defined over the set of features
and the Choquet Integral is used to evaluate the
similarity between images. By taking into account

the interdependencies between the features, CI can
model highly sophisticated similarity judgements. We
presented an algorithm to estimate the fuzzy measure
on the fly based on the user’s feedback Results on
the Vistex data set and a collection of 1600 real
images show that the proposed method performs better
than the traditional weighted average method.
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