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Personal Driving Style based ADAS 
Customization using Machine Learning for 

Public Driving Safety
☆
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ABSTRACT

The development of autonomous driving and Advanced Driver Assistance System (ADAS) technology has grown rapidly in recent 

years. As most traffic accidents occur due to human error, self-driving vehicles can drastically reduce the number of accidents and 

crashes that occur on the roads today. Obviously, technical advancements in autonomous driving can lead to improved public driving 

safety. However, due to the current limitations in technology and lack of public trust in self-driving cars (and drones), the actual use 

of Autonomous Vehicles (AVs) is still significantly low. According to prior studies, people’s acceptance of an AV is mainly determined 

by trust. It is proven that people still feel much more comfortable in personalized ADAS, designed with the way people drive. Based 

on such needs, a new attempt for a customized ADAS considering each driver’s driving style is proposed in this paper. Each driver’s 

behavior is divided into two categories: assertive and defensive. In this paper, a novel customized ADAS algorithm with high 

classification accuracy is designed, which divides each driver based on their driving style. Each driver’s driving data is collected and 

simulated using CARLA, which is an open-source autonomous driving simulator. In addition, Long Short-Term Memory (LSTM) and Gated 

Recurrent Unit (GRU) machine learning algorithms are used to optimize the ADAS parameters. The proposed scheme results in a high 

classification accuracy of time series driving data. Furthermore, among the vast amount of CARLA-based feature data extracted from 

the drivers, distinguishable driving features are collected selectively using Support Vector Machine (SVM) technology by comparing the 

amount of influence on the classification of the two categories. Therefore, by extracting distinguishable features and eliminating outliers 

using SVM, the classification accuracy is significantly improved. Based on this classification, the ADAS sensors can be made more 

sensitive for the case of assertive drivers, enabling more advanced driving safety support. The proposed technology of this paper is 

especially important because currently, the state-of-the-art level of autonomous driving is at level 3 (based on the SAE International 

driving automation standards), which requires advanced functions that can assist drivers using ADAS technology.

☞ keyword : Autonomous Vehicles, ADAS, Machine Learning, SVM, LSTM, GRU, Public Driving Safety

1. Introduction

Due to the rapid development of Advanced Driver 

Assistance System (ADAS) technology, users can drive 

safely even under challenging conditions. In the near future, 

it is expected that a majority of the cars in the world will 

be Autonomous Vehicles (AVs). It is expected that about 90 
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percent of vehicles that would be commercially available in 

2030 would be fully autonomous and almost 100 percent of 

vehicles would be conditionally autonomous [1]. According 

to the Department of Transportation (DOT) and the National 

Highway Traffic Safety Administration (NHTSA), almost 

94% of accidents on US roads occur due to human error [1]. 

Also, about 99% of accidents occurred when using 

self-driving cars are caused by pedestrians and other vehicles 

driven by humans [2]. In other words, since most accidents 

on the road are caused by humans, road safety will be more 

secured if the number of self-driving cars (and drones) on 

the road increases. Therefore, self-driving vehicles would 

drastically reduce the number of accidents and crashes that 

occur on the roads today. 

However, most people are not ready to embrace 

self-driving technology yet. As a result, the actual use of 

AVs is still significantly low, as people have low confidence 

in self-driving cars and feel less comfortable. According to  
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(Figure 1) Structure map of CARLA

prior studies, pacceptance of an AV is mainly determined by 

trust, which is yet to convince people to explore and fully 

utilize new autonomous technologies. In order to increase 

people’s reliability in self-driving cars, it is necessary to 

introduce more advanced ADAS technology designed 

according to each person’s driving style.

Therefore, in this paper, a new attempt at a personalized 

ADAS is proposed, by designing a personalized AV 

algorithm based on each driver’s driving style. Each driver’s 

behavior is divided into two categories: assertive and 

defensive. In general, aggressive drivers tend to speed up 

and make rapid direction changes, while defensive drivers 

actively try to avoid potentially dangerous driving situations. 

In this case, aggressive drivers are defined as assertive 

drivers, who prefer aggressive driving habits but try to 

remain in safe conditions. Based on this classification, the 

ADAS sensors can be made more sensitive for the case of 

assertive drivers, enabling more advanced driving safety 

support.

A novel simulation-based personalized ADAS algorithm 

with high classification accuracy is designed in this paper, 

which divides each driver based on their driving style. Each 

driver’s driving data is first collected and simulated using 

CARLA. In addition, Long Short-Term Memory (LSTM) 

and Gated Recurrent Units (GRU) machine learning 

algorithms are used to optimize the ADAS parameters. In 

addition, among the vast amount of feature data extracted 

from the drivers, distinguishable driving features are 

collected selectively using Support Vector Machine (SVM) 

by comparing the amount of influence on the classification 

of the two categories.

As a result, the main contributions of this research can be 

summarized as follows:

1. Currently, self-driving technology is developing 

rapidly, but people’s self-driving car usage rate has 

not reached it. In addition, so far little research has 

been conducted to address this problem. In this paper, 

for the first time, the impact of assertive drivers and 

defensive drivers on each ADAS parameter is 

analyzed, and the derived results are used to classify 

them, thereby laying the foundation for autonomous 

vehicle technology that drivers can utilize with 

sufficient confidence with the development of 

personalized ADAS. In addition, the reliability of this 

algorithm was increased by using stable and reliable 

data, which is collected by using CARLA.

2. The proposed algorithm used LSTM and GRU for 

time-series driving data to classify drivers according to 

their driving tendencies with high accuracy. In 

addition, the classification accuracy was further 

improved by additionally utilizing SVM to extract and 

analyze features that can better reflect drivers' driving 

tendencies in advance. By additionally going through 

this process, a classification model using refined 

driving features is created so that it can show more 

stable and higher performance.

This paper consists of the following sections. The overall 

explanation of ADAS technology and simulator with the 

related work is described in section 2. Section 3 describes 

system configuration and feature extraction techniques using 

SVM, and section 4 explains driver classification techniques 

using LSTM and GRU. Finally, the paper is concluded in 

section 5.

2. Background & Related Work

2.1 ADAS

ADAS is a built-in system within the vehicle that assists 

the driver to enhance driving performance and help prevent 

accidents. The ADAS can aid the drivers or can support the 

autonomous driving system while keeping the driver in the 

flow. The functions of ADAS consist of the following: 
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traffic signals recognition, adaptive cruise control, and 

forward-collision warning. Among these functionalities, this 

paper introduced a user-based self-driving mode recommendation 

system by classifying each driver’s tendencies based on 

cruise control. 

According to SAE International (formerly known as the 

Society of Automotive Engineers), driving automation levels 

are categorized into 6 levels. Level 0 indicates zero 

autonomy, and full autonomy where the vehicle can conduct 

all the driving is represented as level 5. Currently, the 

state-of-the-art level of autonomous driving is level 3, which 

requires advanced functions that can assist drivers using 

ADAS technology. 

As the stage of autonomous driving technology increases, 

the importance of the ptechnology increases, as it can 

enhance the safety of AVs. In addition, it is shown that 

advanced safety systems increase safety by reducing the 

overall number of traffic accidents. Thus, the increase in the 

usage of AVs becomes one of the most important factors to 

protect public road safety, and this paper proposes a novel 

method to significantly improve overall performance. 

(Figure 1) Flowchart of the proposed model.

2.2 CARLA

CARLA is a widely used open-source autonomous 

driving simulator [3], which serves as a modular and flexible 

application programming interface (API) to address problems 

of autonomous driving. It is used as a comprehensive tool 

for simulating real-world scenarios. One of the biggest 

advantages of CARLA is that users can conveniently set up 

their own environment. Since CARLA runs simulations 

based on an Unreal Engine, it is one of the most realistic 

simulators to imitate real road and traffic conditions, 

including various weather conditions. The operation of 

CARLA consists of a sequence of several steps: localization, 

collision detection, path planning, and control stages. The 

overall CARLA structure diagram is shown in Figure 1. In 

this paper, CARLA is used to generate drivers’ datasets, 

which include diverse sensor data (e.g., GPS data, inertial 

measurement unit (IMU) sensor data, accelerator data, etc.) 

in complex urban driving situations.

2.3 Related Work

In recent years, studies on ADAS including personalized 

ADAS have been actively conducted. The correlation 

between the degree of personalization of self-driving cars 

and the reliability of people was analyzed in [4]. In [5], the 

relationship between the values of various sensors, including 

acceleration and jerk, was analyzed, on the comfort of 

people driving. The authors of [4]-[6] analyzed each driver’s 

driving style by directly collecting and conducting the 

experiment with the driving data of actual human drivers. 

However, collecting data by driving themselves would result 

in inconsistent data, which varies slightly from time to time. 

In contrast, simulator-based driving data can be easily 

customized in diverse driving situations with a relatively 

small amount of outliers. 

(Table 1) The relationship between the classified 

data and the actual answer.

    Actual
Answer

    
True False

Classification  
Result

True
True

Positive
(TP)

False
Positive

(FP)

False
False

Negative
(FN)

True
Negative

(TN)

Therefore, in this paper, a newly designed model is 

proposed, which analyzes and classifies the driving styles of 
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each driver and recommends driving modes according to 

their propensity. Driving data for this personalized ADAS 

system was collected by using the CARLA simulator. In 

addition, various machine learning-based algorithms were 

applied to improve the accuracy and performance of the 

classification model.

3. System Model

In this section, a classification model is introduced to 

distinguish drivers based on their driving skills and 

behaviors.

(Table 2) The accuracy of the SVM classifier.

Precision Recall F1 score

Assertive 0.97 0.97 0.97

Defensive 0.98 0.98 0.98

Macro
Avg.

0.97 0.97 0.97

Weighted
Avg.

0.97 0.97 0.97

ROC AUC:   0.9734

3.1 Driving Style-based Classification

According to previous human driving studies, drivers are 

divided into two groups considering their driving styles and 

habits, namely ‘assertive’ and ‘defensive’. Generally, 

assertive drivers tend to drive at the speed limit and pursue 

rapid accelerations. On the other hand, defensive drivers tend 

to enjoy less risky driving, in a cautious manner. Since this 

classifying method best reflects the driver’s driving 

characteristics and preferences, drivers are classified into two 

groups based on this classification criterion.

3.2 SVM

SVM is a supervised machine learning algorithm that 

decides the boundary between the classes of training data, 

which is typically used in classification and regression 

problems. [7] The hyperplane or line between two datasets is 

determined to guarantee a maximum margin. This gap is 

described as the distance between the hyperplane and the 

observations which are nearest in either class. In this paper, 

SVM is used to distinguish each driver as an assertive driver 

or defensive driver using the given driving features. 

In Table 1, the relationship between the data classified by 

the machine learning model and the actual answer is 

presented, where the definitions of the relationship are 

defined as follows.

True Positive (TP): TP represents the case where the 

correct answer that is actually true is predicted as true.

True Negative (TN): TN represents the case where the 

correct answer that is actually false is predicted as false.

False Positive (FP): FP represents the case where the 

correct answer that is actually false is predicted as true.

False Negative (FN): FN represents the case 

where the correct answer that is actually true is predicted 

as false.

3.3 LSTM and GRU

Recurrent Neural Networks (RNN) are excellent in 

analyzing sequential data, as they can analyze semantic 

correlation and predict the features of time series data, 

including natural language data. LSTM and GRU are special 

kinds of RNNs, which can also learn long-term dependent 

characteristics very well. The key difference between LSTM 

and GRU is that GRU is much simpler and more efficient 

than LSTM. LSTM has three gates: input, output, and forget 

gates, but GRU has only two gates, which include input 

gates and output gates. Therefore, due to its complex 

structure, LSTM is advantageous when processing data of 

long sequences with large dependencies [8]. On the other 

hand, since GRU has a much simpler structure than LSTM, 

it works well with less training data and can provide higher 

efficiency in terms of computation costs.

3.4 Flowchart of Driver Classification Model

The model proposed in this paper has the structure 

described in Figure 2. First, the driving data is collected 

using the CARLA simulator. A vast amount of driving data 

was collected from assertive drivers and defensive drivers. It 
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has features including various sensor values such as IMU 

sensors, accelerators, and speeds of the CARLA simulator. 

After that, each sensor value is inserted as an input of the 

LSTM and GRU models and goes through the process of 

classifying them into assertive drivers and defensive drivers. 

Furthermore, the classification performance and accuracy 

were improved by additionally utilizing the SVM classifier 

to extract the top distinguishable features that particularly 

well reflect the driving tendency among the ADAS 

parameters. In this paper, experiments were conducted on a 

total of four models. First of all, an experiment was 

conducted to classify driving data using LSTM and GRU, 

respectively, and experiments with ‘SVM+LSTM’ and 

‘SVM+GRU’ models were also conducted using a trained 

SVM classifier. At this time, in order to further increase the 

feature selection accuracy in the process of training the 

SVM, the ROC curve is used to verify the accuracy of the 

SVM model when selecting the top significant features that 

well reflect the driving preferences of each driver.

4. Performance Analysis

In the previous section, SVM classification was applied 

to figure out which driving features which mainly influence 

each driver’s driving style. Using LSTM and GRU, the 

proposed algorithm classifies each driver considering their 

driving preferences.

4.1 Environment Settings

(Figure 3) ROC curve of the binary classifier using 

SVM.

According to prior studies, there are several classification 

standards that can be used to describe how to classify 

drivers into two categories: assertive drivers and defensive 

drivers [9]. Since assertive drivers are classified as drivers 

who are relatively quick-tempered, they are characas people 

who enjoy tailgating, cutting others off in a lane, speeding 

up, rapid acceleration, and late braking.

Therefore, this paper generates simulation-based driving 

data considering these features. Drivers are labeled according 

to their predetermined feature values. Then, the data of each 

driver are then automatically extracted by using the CARLA 

simulator. CARLA is a simulator based on Unreal Engine. 

CARLA has a great advantage in that it can be 

experimented in diverse driving situations by customizing 

the driving environment including buildings, urban layouts, 

and traffic lights. In real driving conditions, traffic situations, 

including the location and driving directions of surrounding 

vehicles, and weather are all different each time the 

experiment is performed. However, using a simulator when 

conducting an experiment has a great advantage in that it 

can reduce the range of randomness or environmental change 

that can be applied in an actual driving environment. In this 

paper, drivers are classified into two groups: assertive 

drivers and defensive drivers. By collecting data using 

CARLA simulator that provides a constant driving 

environment, ADAS parameters that are affected by drivers' 

driving tendencies are correctly extracted and the influence 

they receive according to drivers’ driving preferences are 

relatively accurately measured. 

The driving experiment was conducted using the route 

officially provided by the CARLA leaderboard. Town01, 

Town02, Town03, Town04, Town05, Town06, Town07, and 

Town10 are the official driving routes provided by the 

CARLA leaderboard. Among them, the experiment was 

conducted in Town05, which contains the most complex 

driving environment in the urban area. At this time, several 

buildings or people appearing on the road were fixed with 

the same seed value, so that the experiment could be 

conducted in the same traffic situation. The data includes 

about 30 sensor-based driving features with about 8300 rows 

of time series. 
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(Figure 4) Feature selection results. 

4.2 SVM Classification Method

Table 2 shows the overall performance of the SVM 

model.

Precision: Precision is defined as the number of TP over 

the sum of the number of TP and FP, which means the 

number of actual true values among those classified as true.

Pr


#              (1)

Recall: Recall is defined as the number of TP over the 

sum of the number of TP and FP, which means the number 

of what the model classified as true among the actual true 

values.

 


#              (2)

F1 score: F1 score is the harmonic average of precision 

and recall, which can accurately evaluate the performance of 

the model when the data label has an unbalanced structure.

   ×
Pr




 


#    (3)

Macro Average Precision: Macro Averaged Precision is 

typically used when multi-class classification. It is defined as 

an average of precision of all different classes. 

Weighted Average Precision: Weighted Average 

Precision is used by giving weight to the class that should 

be emphasized when the number or ratio of each class is 

different.

It is shown that the SVM scheme shows high 

classification accuracy. The average cross-validation score is 

about 0.9733, and the classification accuracy of the SVM 

model is about 0.9734, which is very close to 1.

(Figure 5) Accuracy comparison of classifiers.

4.3 ROC Curve

The SVM algorithm can be evaluated through the ROC 

curve. The ROC curve shows the rate of true positives 

against false positives over the possible threshold values 

range. It explicitly shows how accurate the prediction of the 

model is. Since the most ideal binary classifier is formed 

when the slope of the graph faces the upper left direction, 

it can be said that the classifier implemented in this paper 

is working well. The performance of the implemented 

classifier demonstrated by the ROC curve is shown in 

Figure 3.

4.4 Feature Selection Method

In the simulations, each driver drives a certain route 

scenario in CARLA. The driving data includes about 30 

driving features and 8300 rows of time slots. Speed, 

acceleration, location of the vehicle, brake position, and 

steering angle are included in driving features.
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Figure 4 shows the top eight driving characteristics that 

are most affected by the driver’s propensity to drive. Speed, 

throttle, steer angle, acceleration in the x-axis direction, 

acceleration in the y-axis direction, brake, and location of 

the vehicle are the top significant features that are extracted 

using SVM. Since people’s driving tendencies are well 

described in a complex driving environment, this experiment 

was conducted in a city with many vehicles, pedestrians, and 

complex routes. 

Assertive drivers are basically fast drivers and they 

frequently change lanes to get to their destination as quickly 

and efficiently as possible. In addition, they enjoy tailgating 

and turning rapidly when turning a corner. On the other 

hand, defensive drivers who seek safety tend to drive slowly 

while maintaining a constant speed limit and distance from 

other vehicles. Therefore, driving features that are related to 

these behaviors are selected as distinguishable features.

(Table 3) Performance comparison of the classifiers.

  
LSTM GRU

SVM+
LSTM

SVM+
GRU

Average 
Accuracy

0.62 0.63 0.73 0.89  

Driving features including throttle, steer, acceleration, and 

brake are explicitly significant features since these features 

show a large difference between drivers when they are 

turning a corner. In addition, the absolute coordinates of 

drivers are also one of the factors that best represent drivers’ 

propensity. Assertive drivers’ x and y coordinates of 

locations are much more varied than defensive drivers in the 

x and y coordinates of locations since they frequently 

change lanes when driving. Therefore, it is important to pay 

attention to the sensors and parameters that include the 

above-mentioned data, which best represent drivers’ driving 

tendencies. By doing this, it is possible to approach 

personalized ADAS technology that can provide a higher 

reliability to drivers. 

4.5 Comparison of Driver Classification 

Methods

LSTM and GRU, which were described in the previous 

section, were used to classify drivers into two categories, 

assertive and defensive. Since the driving data is time-series 

data, which means the data highly depends on time, it is 

efficient to train RNN-based LSTM and GRU models and 

use them to make predictions. 

The experiment was conducted using four different 

classifiers. First, LSTM and GRU were used to measure the 

classification accuracy of each driver. In addition, a feature 

selection step was added for the ‘SVM+LSTM’ model and 

the ‘SVM+GRU’ model. By combining SVM to  LSTM or 

GRU, respectively, both models were trained again with the 

most significant features that are most affected by the 

driver's behaviors. Table 2 shows the overall performance of 

the four different models considering accuracy and loss. 

The CPU used to conduct the experiment is AMD Ryzen 

3 3300X 4-Core Processor and the GPU used is NVIDIA 

GeForce RTX 3080Ti. Also, the operating system used for 

training and evaluation is Ubuntu 18.04. LSTM and GRU 

are models that propagate while being influenced by 

previous states. In the case of LSTM, it is proposed to solve 

the long-term dependency problem in the basic RNN model 

and consists of three gates: an input gate, an output gate, 

and a forget gate. On the other hand, GRU consists of a 

total of two gates, a reset gate, and an update gate, and is 

a slightly simplified version of the time-step cell constituting 

LSTM. In the actual experiment, it took about two hours to 

train both models, but since the structure of GRU is a little 

simpler than LSTM, GRU took a little shorter time to learn. 

The total data consists of 8300 rows with 30 features. 

Accordingly, it took about 867.46 ms to process one-row 

data containing 30 features and about 28.92 ms was required 

to train 1 feature data in one-row data. In addition, since 

SVM is a model that linearly solves classification or 

regression problems, it takes much less time to train and 

evaluate compared to LSTM and GRU that sequentially 

process time-series data. Accordingly, despite a large amount 

of data, the time required was less than 15 minutes. In other 

words, SVM took about 108.43 ms to process one-row data 

containing 30 features, and 3.61 ms to learn 1 feature in one 

row, which is about 0.125 times longer than LSTM or GRU 

training and processing time.

Figure 5 describes the convergence of classification 

accuracy of the four different proposed models as the epoch 

increases. It is shown that the overall train accuracy is high, 
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which means that the proposed systems perform well as 

binary classifiers. Among these models, the ‘SVM+GRU’ 

combined model shows the highest accuracy of 0.89. In 

general, models combined with SVM show a higher 

performance compared to the models that don’t include the 

feature extraction step supported by SVM. This is mainly 

because features that are somewhat irrelevant to driving 

behaviors are eliminated when training LSTM and GRU if 

the additional SVM step is introduced. In addition, since the 

experiment was conducted in a way that was driven in 

heavy traffic road conditions, the actual continuous time 

series were relatively short, resulting in higher performance 

on more efficient and simple GRUs than on complex 

LSTMs.

5. Conclusion

In this paper, a novel personalized ADAS scheme is 

proposed to improve the current state-of-the-art level 3 AV 

systems. The proposed scheme analyzes each driver’s 

driving behavior and preference to classify them into two 

groups: assertive and defensive drivers. The biggest 

challenge is that people’s trust or acceptance of AVs is low, 

so the actual AV usage is also significantly low. Therefore, 

this paper proposes a novel method to classify each driver 

considering their driving behaviors so the drivers who utilize 

this technology would feel much more comfortable and have 

more trust in personalized ADAS driving performance and 

safety. In the proposed scheme, the driver’s driving data is 

generated using the CARLA simulator. The proposed 

scheme uses SVM to first extract the distinguishable driving 

features to increase the classifying performance, and then 

LSTM and GRU models were used to implement the 

classifier, based on their RNN characteristics to perform well 

in conducting sequential data analysis and optimized control.
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