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Performance Evaluation of a Switching System for
Metropolitan Area Networks
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Abstract

ATM and Ethemet are desirable fransport mechanisms for the redlization MAN(Mefropolitan Area Networks). A relatively small
sized switching system for MAN based on ATM is proposed and its performance is evaluated in this paper. For the performance
evoluation, fraffics should be firsly modeled because they are highly bursty. By varing the ratio of VBR fraffics, defrimental effect
of VBR traffics may be observed. Traffic load at each input port is diso varied. From the results of simulation, operation condifions

of the system to meet required QoS are obtdined.
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1. Introduction

For Metropolitan Area Networks, DQDB(Dual Queue
Distributed Bus) has been standardized by the IEEE
and ANSI [1]. Two major candidates for switching
techmologies for MAN are ATM (Asynchronous Transfer
Mode) and Fthemet technologies. Since current backbone
network is mainly based on ATM, MAN switching
systems based on ATM has advantage over ones based
on Ethemet when comnecting to the backbone networks,

Thus, a new ATM switching system for MAN is
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proposed in this paper. The proposed system should
satisfy QoS(Quality of Service) requirements. Thus,
performance of the system should be evaluated in
parallel or in advance to the implementation of the
system[2-4]. If the proposed structure can not satisfy
required QoS, the structure should be altered to improve
performance. It is intended to be mainly used as the
infrastructure interconnecting LANs. Since the input
traffics from LANs are usually highly bursty, its per-
formance can not be accurately measured using simple
Poisson arrivals. Thus, input traffic must be firstly
modeled for the performance evaluation of the proposed
switching system.

The rest of the paper is organized as follows. In
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the next section, we introduce the structure of the
proposed switching system Section 3 presents the traffic
model which is used to evaluate the performance of
proposed system. Performance evaluation of the pro-
posed system is given in Section 4. Assumptions for
the performance evaluation are firstly described. The
performance of proposed structure is examined by
varying the traffic load. Also, the percentage of VBR
(Variable Bit Rate) and CBR(Constant Bit Rate) traffics
at each traffic load is varied to see the effect of
each traffic sources. The paper is finally concluded
in Section 5.

2. Structure of the Proposed
Switching System

The structure of the proposed switching system, ATM-
MSS(MAN Switching System), is shown in Figure
1. It is composed of several modules such as HSN,
RSN and EMS. The abbreviations for the name of
each module are indicated in the respective figures.
Up to five RSNs may be comnected to a HSN using
four STM-1 links for full duplex commumications. EMS
is connected to HSN using Ethernet.

HSN is basically 16 x 16 switch. Its primary
function is to switch cells between RSNs, RSN and
another ATMIMSS, and RSN and other ATM switches.
EIA is connected to another ATM switches using
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Figure 1. The proposed switching system

eight STM-1 links for full-duplex operation. NIA is
connected to RSN using four STM-1 links for full-
duplex operation. RSN is 8 x 8 switch. It receives cells
from subscribers and switches to HSN or another
subscriber which is connected to the same RSN.

SE(Switching Element) used for RSN as well as
HSN is a nonblocking 8 x 8 switching element. Input
and output ports are operating on 43MHz clock and,
four bits(nibble) are transferred at each clock cycle.
Thus, each input or output port provides 155Mbps. Six
bytes of overhead are added to an incoming cell for
the purpose of internal routing. Thus, the size of a
cell in the SE becomes 118 nibbles. There is a
central buffer of 32 cells.

3. Modeling of Traffic

CBR traffic source generates cells periodically.
However, most of the traffics provided for the current
broadband networks are VBR. There are various VBR
traffic sources such as voice, data and video, etc. A
single voice source may be accurately described by
onfoff model[5]. When these onfoff sources are multi-
plexed, high correlation occurs among arriving cells.
In this case, IPP(Interrupted Poisson Process) [6,7] or
MMPP(Markov Modulated Poisson Process) [8,9] may
be used. As in the on/off model, IPP model is composed
of active and silent periods. However, amival process
in active period is govemed by another Poisson process.
MMPP is a doubly stochastic Poisson process. Un-
derlying is a continuous-time m-state Markov chain,
where the sojourn time for state j is exponentially
distributed with mean ¥'. When in state j, cells are
generated according to a Poisson process with rate
N [5]

Since the detrimental effect of VBR traffics is
intended to be revealed, performance parameters are
observed while varing the ratio of VBR traffics to

70

2003. 12.



HEZZe|E ooj2iol YEHAE H

3 2918 AlAge] M5 B4

exponential exponential
distribution distribution
(mean:1/y, ) (mean :1/7,)
- - - Lol - - R
ON OFF

poisson distribution
(mean rate;) ,)

Figure 2. The IPP traffic model

overall traffics. QoS factors such as probability of cell
loss and delay are used as performance parameters.
The duration of active and silent period are determined
stochastically by exponential distribution functions. Their
mean times are given as parameters. Even if the du-
rations of - active and silent period are stochastically
determined, once they are determined, they should not
be changed when the ratio is varied. Also, the inter-
arrival times between successive cell arrival in active
period are set as fixed interval for the purpose of
comparison. Let’s assume that the total aggregate traffic
load over a STM-1 link is Ly If the ratio of VBR
traffic is a, the VBR and CBR traffic loads, Lysz

and Lcgr, are given as follows, respectively.

Lver = aliga ¢y
Legr = (1— @) Ly 9]

The interarrival times of incoming cells of CBR
traffic and VBR traffics in active period, Tcsr and
Tver, are given as follows, respectively.

_lecell _  424bits
Tepe= Leer  Lemr &)
1cell 424bits
= = 4
Trer BLver AL ver @

Here, B is the burstness which is the ratio of

peak bandwidth to the average bandwidth of active
period. Thus, if B is 2, then the mean times for active
period and silent period are same. Using the fact
that 64Kbps VBR source can be accurately modeled
with the mean time of 360msec in the active period
[5], mean times of VBR traffic, Mcive and Misiem,
are obtained as follows.

_ _360x64
M active L VER (5)
M silent — ( B - ]-)M active (6)

Here, Lypr is in Mbps. In the next section, per-

formance evaluation is presented.

4. Performance Evaluation

Assumptions for the operation of RSN are as
follows.

* Output ports are assumed to be nonblocking.

* Input traffic can go to either one of output ports.

» There is a buffer of 36 cells at each input ports.

+ 118 clock times are needed to switch a cell.

» There is a central buffer of 32 cells.

+ Every incoming cells are assumed to be destined
to the output of RSN. Thus, intra-RSN traffics
are neglected. This condition gives the lowerbound
(worstcase) of the performance of RSN.

Every incoming cells are also assumed to be destined
to the output ports of HSN. In other words, intra-HSN
traffics are ruled out. Thus, the lowerbound of the
performance of HSN may be obtained at this condition.
Burstness, B, is assumed to be 2. DES(Discrete Event
Simulation) is used as the simulation method.

Figures 3 and 4 show cell loss probability and
delay of RSN, respectively. In those figures, the ratio
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Figure 3. The cell loss probability of RSN
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Figure 4. The delay of RSN

of VBR traffic to total traffic is varied from 0.5 to
09 (CBR traffic is varied from 0.5 to 0.1). Since VBR
must be the dominant traffic, consideration of VBR
traffic whose ratio is less than 0.5 is not necessary.
In figure 3, as VBR traffic increases (CBR traffic
decreases), cell loss probability increases. This clearly
shows detrimental effects of VBR traffic. Delay is
also increasing as the VBR traffic increases.

Bandwidth of each input link is varied from 40Mbps
to 60Mbps. Simulation results show that the input
traffic at each input STM-1 link of RSN should be
less than 40Mbps to satisfy the required probability
of cell loss of 10°. Delay has been maintained at
acceptable level. VBR traffics should not exceed 60%
at 40Mbps bandwidth. Since all the input traffics are
assumed to be destined to output ports of RSN and
there are five to two concentration(i.e. there are five
input links and two output links), bandwidth higher than
50Mbps are not recommended.

Figures 5 and 6 show cell loss probability and
delay of overall system, respectively. The ratio of VBR
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Figure 5. The cell loss probability of the
system
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Figure 6. The delay of the system

traffic to total traffic is also varied from 0.5 to 0.9.
Bandwidth of each input link is also varied from
16Mbps to 24Mbps. Results show similar phenomena
as in RSN. These figures provide lowerbounds of the
performance of the proposed switching system because
intra-HSN traffics are excluded. Input traffics for the
overall system at each link should be maintained less
than 20Mbps. If there are intra-RSN and intra-HSN
traffics, proposed system may be operating with the
higher input bandwidth. Intra-HSN traffics are highly
likely because proposed system is intended to be
used as the infrastructure interconnecting LANS,

5. Conclusion

A switching system based on ATM protocol for
the MAN is proposed. It is composed of several
modules such as RSN and HSN., RSN switches cells
from users and HSN switches cells from RSNs. To
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evaluate the performance, the input traffics in the cument
broadband environment must be firstly characterized.
This is because the traffics is now highly bursty. The
simple Poisson model for the circuit switching is not
valid any more. Thus, the traffic to reflect burstness
is modeled and performance of proposed structure is
evaluated using simulation.

In the simulation, the ratio of VBR traffics are
varied to see the adverse effect of VBR traffics. The
bandwidth of input traffics are also varied. From
the simulation, lower bounds of performance measures
in terms of the cell loss probability and the delay
are obtained.
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