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요    약

클라우드 시스템에 한 재의 연구들은 규모 시스템 구 에 있어서 클라우드 구성요소들 간의 한 상호작용에 집
되어 있다. 그러나 이러한 시스템들은 속성을 기반으로 한 유사한 서비스 제공자들을 그룹화 하거나 효율 인 자원공유를 

향상시키기 한 지능 인 부하분산과 같은 지능  기법을 제공하지 않는다. 본 논문은 클라우드 제공자를 그룹화하여 효율
인 서비스 가상화를 제공하여 서비스 로비 닝을 향상시킨다. 클러스터 분석에 기반한 클라우드 서비스 제공자의 그룹

화는  유사하거나 련된 서비스를 하나의 그룹으로 만든다. 동 인 부하 균형화는 클라우드 시스템의 서비스 로비 닝을 
지원하며 동 인 기법을 사용하여 그룹내에서 부하분산을 담당한다. 제안한 가상화 기법(GRALB)은 다른 기법에 비해 메시지 
오버헤드나 성능 면에서 좋은 결과를 보 다.  

ABSTRACT

Current researches in the Cloud focus on the appropriate interactions of cloud components in a large-scale system 

implementation. However, the current designs do not include intelligent methods like grouping the similar service providers 

based on their properties and integrating adaptive schemes for load distribution which can promote effective sharing of 

resource. This paper proposes an efficient virtualization of services by grouping the cloud providers to improve the service 

provisioning. The grouping of cloud service providers based on a cluster analysis collects the similar and related services in one 

group. The adaptive load balancing supports the service provisioning of the cloud system where it manages the load 

distribution within the group using an adaptive scheme. The proposed virtualization mechanism (GRALB) showed good results 

in minimizing message overhead and throughput performance compared to other methods.

☞ keyword : Cloud computing(클라우드 컴퓨 ), intelligent framework(지능형 임 워크), cluster analysis(클러스터 분석), 
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1. Introduction

With the advances of the Internet, the perceived 

vision of computing to be widely used as pay- 

per-use like utilizing water, electricity, gas, and 

telephony is realized and the developments are still 

growing. This utility computing, which is also 

known as Cloud computing, provides a basic level 

of computing service that is considered to meet the 

everyday needs of the general community. Cloud 

infrastructures are popular in world wide to hub the 
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business applications and support open collaborations. 

In USA, a cloud computing, developed at NASA 

Ames Research Center, was built for public 

access[1]. The Nebula Cloud Computing Platform[1] 

is currently used for education and public outreach, 

for collaboration and also to support NASA’s 

missions. In Europe, the European Union FP7 

(Seventh Framework Programme) funded a cloud 

project which was the Reservoir[2] (Resources and 

Services Virtualization without Barriers). The 

Reservoir project enables a massive scale deployment 

and management of complex IT services across 

different administrative domains, IT platforms and 

geographies. Resources and services are transparently 

provisioned in the Cloud using virtualization 

technologies. However, these current designs did not 

include the method in finding similar cloud service 

providers to share resources and collaborate. 

Extracting information from the Cloud environment 

is helpful in the information-awareness of a cloud 

user or service provider to filter or categorize the 

services. Some researches studythe performance of 

the virtualization[3,4]. The profile parameters from 

virtualization can be used to optimize the load 

performance of a cloud infrastructure.

This paper proposes a virtualization mechanism 

which includes intelligent grouping of cloud service 

providers and providing an adaptive scheme for the 

load balancing technique of the group to support 

scalability and efficient management of resources in 

the Cloud. A cloud system is presented which is 

designed 1) to provide an effective service 

provisioning using agents in the cloud environment, 

2) to provide a group method for cloud service 

providers to collect the similar or related cloud 

services and 3) to manage the load distribution of 

the cloud servers by using an adaptive scheme. This 

paper combines the grouping with the adaptive load 

balancing (GRALB) as the virtualization mechanism 

for the cloud system. The performance of GRALB 

is measured in message overhead and throughput 

performance compared to other methods.

2. Related Work

Implementing a group technique in a distributed 

system promotes scalable resources and 

collaboration from other resource providers. The 

architecture of a distributed object system in[5] 

supports the grouping of distributed objects for 

distributed applications. The appropriate algorithm 

for grouping is also considered in implementing a 

dynamic reconfiguration for distributed application. 

Serrano et al.[6] used clustering in object-oriented 

metrics techniques for the assessment of 

relationships and interactions between object-oriented 

constructs such as classes, objects, and methods. 

The clustering technique in[6] is used to create a 

hierarchical group that is convenient for guiding the 

allocation of the subsystems to a hierarchical 

network. To extend traditional fragmentation results 

of object oriented database systems, a methodology 

for the distribution design of object-based 

information systems is proposed in the research of 

Leclercq et al.[7]. In grid computing, the resources 

of many computers in a network are utilized 

efficiently to work on asingle task, usually to solve 

a scientific or technical problem that requires a 

great number of computer processing cycles or 

access to large amounts of data. Grouping of 

services is done to optimize the workflows of a 

Grid system in[8]. Moreover, the scalability of 

resources is studied in[9] where a semantic overlay 

network of service repositories exploits the 

semantics and group similar information. This 

allows repositories to be in different semantic 

groups thereby forming a group of coordinating 
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(Fig. 1) Layered approach of the proposed cloud 

architecture based on intelligent service 

provisioning and resource management.

repository nodes. In[10] a scalable virtual organization 

(SVO) is proposed to support scalable resource 

sharing in virtual organizations (VO). The SVO 

tackles the scalability of resource sharing in MDS 

using a grouping technique and includes an efficient 

distribution of loads in GRAM. In the process of 

SVO, the proposed group similarity function (GSF) 

is used to determine similar VOs to perform 

merging of service information and requesting of 

additional resources. However, the Cloud 

environment is more diverse and more complex than 

Grid environment. The grouping technique should 

analyze accurately the contents of each cloud 

service and perform a complex procedure to acquire 

the proper grouping. It is assumed that grouping the 

correct cloud providers will implement the effective 

collaboration.

3. Cloud based on the 

Intelligent Resource 

Management 

The proposed cloud architecture supports 

intelligent methods for service provisioning and 

resource management. A provisioned service is one 

that requires association of a user account and/or 

other information with the service [11]. In this 

paper, service provisioning is the automation of 

functions to acquire and deploy cloud service like 

initializing, metering the use, finding, grouping, etc. 

The layered structure of the proposed cloud 

architecture in the point of service provisioning and 

resource management is shown in Figure 1. Also, 

the proposed cloud architecture supports the 

brokering for cloud services and efficient virtualization 

of resources.

In the cloud service layer, a cloud service can be 

composed of several cloud services. The service 

providers can be independent in providing the 

resources for their cloud services and they can also 

rent resources to other resource providers or cloud 

servers. After a user agent finds the appropriate 

resource or service, the security service will process 

the authentication process. This process is also done 

in the grouping of cloud service providers. The 

resource management layer handles the 

virtualization of cloud services and assigning cloud 

services to be hosted on cloud servers. The layer is 

consisted of components that manage the cloud 

service resource allocation to the cloud servers. The 

local resource manager (LRM) manages the local 

hardware of a cloud server. An independent group 

of cloud serversprovides a small amount of storage 

and the dynamic resource sharing implements 

resource binding from independent resource 

providers. The following describes the components 

of proposed architecture.

3.1 Cloud Service Layer

∙User agent – used by a user to search for 

cloud services. It interacts with CS agents to 

process cloud services.

∙Cloud service (CS) agents – cloud service 
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(Fig. 2) The interaction of cloud user in searching 

the appropriate cloud service using the 

preferences to filter.

providers use this agent to interact with users, 

other cloud service providers, accounting 

manager, grouping service and virtualization 

manager.

∙Cloud service (CS) repository –stores the 

information of cloud services. Cloud services 

are registered to this repository which is 

accessed by user agent.

∙Accounting manager – handles the accounting 

procedures of using services and resources.

∙Grouping service – groups the cloud service 

providers according to their cloud service 

properties. The CS agents invoke the grouping 

service to find the appropriate group.

∙Security service – processes the authentication 

and authorization in accessing a resource.

3.2 Resource Management Layer

∙Virtualization manager (VM) - handles the 

interaction between users, cloud service 

providers and resources. This is the main 

component in implementing the intelligent 

methods in the cloud environment.

∙Replication service - handles the replication of 

the cloud service based on the service demand 

trendswhich is analyzed by the VM.

∙Load balancing service - analyzes the load of the 

resources in a group. Also, the load balancing 

service checks the loads of LRM.

∙Migration service - migrates cloud services based 

on the load analysis of the load balancing service.

∙Fault tolerance - handles the disconnections and 

faults in the resource management layer. 

∙Load predictor - predicts the loads of the system 

to trigger the process of resource binding.

∙Resource binding - provides a method of binding 

resources for the scalable resource sharing. The 

cloud service provider interacts with the resource 

binding after it joins a group.

∙Local resource manager (LRM) - handles the 

local resource management of a single cloud 

server.

4. Grouping Cloud Providers 

with Adaptive Load 

Balancing

A user agent is used to interact with cloud 

service providers (CSP). The proposed cloud system 

integrates an intelligent algorithm to process the 

profiles of users in selecting the best cloud service 

for a request. Figure 2 shows the interaction of user 

agent to find the cloud services.

The selection of cloud services is processed in 

filtering using the user preferences. An input from 

the search method is represented by in and user 

preferences represented by u and in iscompared to 

the cloud service tags represented by t. An outcome 

value can be represented by a string or a numerical 

value. The process matches the cloud user 

preferencesand cloud service tags to process the 

filtering.
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Equation 1 showsthe filtering function where all 

cloud services in N are the selected cloud services 

using the inputs (in) from the search. The u and t 

are compared using the function f(u, t). The output 

values from u are categorical values and these are 

transformed in real numbers using Equation 2 and 

Equation 3. In Equation 2, the rx represents the 

length of each category from user preference which 

is used in transforming categorical values. The 

maximum value from N represented by tmax is 

subtracted to the minimum value represented by tmin 

and the result is divided by the number of 

categories represented by m. In Equation 3, the 

filtering function chooses all cloud services that 

satisfies the condition xmin <= t < xmax where xmin is 

the starting range value of u and xmax is the ending 

range value of u. The cat(u) is a function that 

determines the index category of user preference. If 

m=3 then the indexes are cat(u)={1,2,3}. If the u is 

the last indexed category from the selection then the 

xmax will be equal to tmax and t will be filtered using 

the condition xmin <= t < xmax. The results from the 

filtering are listed in selected_cloudservices and 

returned to the user who will decide which service 

is appropriate for the search. The chosen cloud 

service means it satisfies the user’s needs based on 

the inputs and user preferences.

4.1 Grouping the Cloud Service Providers

The proposed cloud system supports the resource 

binding and groups the cloud service providers to 

provide additional resources and to prevent late 

responsesfrom high frequent accessed cloud 

services. Grouping is processed in cluster analysis 

where it groups CSP with similar property values. 

This approach assumes that the grouped CSPswill 

have a fast response onserving the large number of 

requests by sharing similar cloud services. The 

cloud service tags used in search of cloud services 

are also used for grouping. Every cloud service has 

tag values and the count of tags is used asproperty 

value in clustering. Each cloud service tag is 

incremented to summarize the CSP property and 

these are processed in the cluster analysis.

∑ ∑∑
= ∈=
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All property values (k) of a CSP are summarized 

and this is represented by uk in the Equation 4. 

Optimizing the objective function in Equation 4 

depends on the distance between vectors uk and 

cluster centers cvi where uk is data and cv is the 

center value. mik represents the membership of the 

uk which is {0,1} and Ci represents the cluster 

index. Equation 4is the objective function within 

cluster i where i is the index of the cluster. The Ji 

is minimized by several iterations and stopsif either 

theimprovement over the previous iteration is below 

a certain tolerance or Ji is below a certain threshold 

value. The algorithm to minimized Ji is composed 

of the following steps:

1. Place c points into the space represented by 

the objects that are being clustered. These 

points represent initial group center values 

(cv).

2. Assign each object (uk) to the group that has 

the closest center value.

3. When all objects have been assigned, 

recalculate the positions of the c center value.

4. Repeat Steps 2 and 3 until the center values 
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(Fig. 3) Formation of virtual groups after the 

cluster analysis.

no longer move. This produces a separation of 

the objects into groups.

The center value will adjust every time there is a 

change in the members of the group and the 

calculation continues to minimize the Ji. Each cloud 

service provider will be assigned to a specific group 

based on the result of the cluster analysis. This 

processes the Euclidean distance on each group 

center value and the smallest value is the chosen 

group. After the grouping, the cloud service 

providers form a virtual group is illustrated in 

Figure 3.

∑
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Whenever a cloud service provider wants to join a 

group to merge resources, it requests the grouping 

service to process its data and compare to other 

registered cloud service provider groups. This 

process enables a cloud service provider to 

determine the most appropriate group to merge its 

resources. Again, the cloud service tags are 

summarized by a vector value u to process the 

classification using the classification structure built 

from clustering in Equation 4.

In Equation 5, the u which is a summarized data 

of a cloud service provider that wants to join and 

this is processed in all groups in Equation 5 and 

each property from a group, u = {u1, u2,...uj}, is 

calculated its Euclidean distance in Equation 6. The 

gspi is a group of cloud service providers that 

processes each u to be compared to its cvj. The 

smallest value among the groups will be the 

selected group to join and merge the resources of a 

cloud service provider.

4.2 Adaptive Load Balancing

Loads are defined as queued tasks in a node and 

these are used by the load balancing service. The 

related and similar cloud services are collected in 

the group of cloud service providers using the group 

method. These grouped cloud services can serve 

replicas where all grouped cloud services are 

assumed to have the same functionality. In this 

paper, an adaptive approach by switching the two 

well-known methods in load balancing based on a 

load threshold value is used. At start, round-robin is 

activated by the local resource manager of a cloud 

server to access cloud services alternately within the 

cloud servers. Switching from round-robin to least 

load selection is determined if the load distribution 

status of all nodes presented by σ is greater than 

the load variation threshold presented by ΦL, 

otherwise, switch back to round-robin.
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Equations 7 and 8 show the calculation of the 

threshold value for load variation where pt is the 

processing time of a service j in a node i. In 

Equation 7, M is the total number of cloud service 

in a node, N is the total node in a group. In 

Equation 8, the threshold value is calculated by the 

mean of all processing time of services from nodes 

and divided by 2. This also means that more than 

the half of the mean value of processing time will 

trigger the execution of the least load selection 

scheme. Least load selection is activated when all 

nodes have load difference greater than ΦL. The 

load variation threshold value in Equation 8 is 

compared to the current load variance in Equation 9 

to switch the load distribution scheme.

)(1
1
∑
=

−=
N

i
ilN

μσ
             (9)

Equation 9 is the load variation which is based 

on the standard deviation of total current loads and 

is compared to the load variation threshold. li is the 

current load of a cloud server while the μ is the 

mean load value of all cloud servers. If another 

service was added in a node, then the load variation 

threshold also will be updated. An increase on 

Equation 9 indicates an increase on load variations 

among the cloud servers while performing the 

current load distribution scheme which will allow a 

selection of the least load distribution. A zero value 

from σ means there is equal distribution from all 

nodes which is almost impossible to acquire. 

5. Experimental Evaluation

The proposed grouping with adaptive load 

balancing (GRALB) was integrated to the cloud 

system. The responsiveness of a cloud system using 

the proposed method is tested by measuring the 

system throughput performance. We used the 

traditional approaches in distributed system to 

compare the performance of service request 

forwarding. The round robin (RR), least load 

selection (LL), adaptive load distribution, round 

robin with grouping (RRG) and least load selection 

with grouping (LLG) were compared to the 

proposed method (GRALB) in message overhead 

and throughput performances. Throughout the 

simulation, the total message overhead was gathered 

to determine the amount of latency from exchanging 

messages and the total delay time from throughputs 

was gathered to determine the responsiveness of the 

system implementing the schemes. To set the 

configuration in measuring the throughput and 

network latency performance, the simVO [12] was 

used.

The simulation environment was consisted of 100 

nodes, 20 services and 20 virtual groups. The nodes 

were divided equally into10 domains and identified 

by {A, B,…, J}. A ring topology was used to 

connect the domains where each domain was 

attached with two domains represented by {A↔B↔

C↔D↔E↔F↔G↔H↔I↔J↔A} and each link has 

a latency of 10 milliseconds (ms). All nodes in a 

domain were connected to a router and their 

connections have a mean latency of 5 ms. Separated 

by domains, a node can connect to another node on 

a different domain by joining on avirtual group. 

Services were replicated throughout the nodes where 

each node was deployed with different 5 services. 

The assignment of nodes in a group and deployment 

of services in a node were random. Every group 

was set with initial time and termination time where 

each has 10,000 ms life time to execute and has a 

time interval of 500 ms to start after the other. 

When a virtual group is started in the simulation, 
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(Fig. 4) Message overheads by network latencies 

using the generated requests based on 

arrival time in normal distribution (A) 

and in exponential distribution (B).

the calculation of cluster analysis is processed. If 

there are 3 current groups including the newly 

started virtual group then all nodes will be 

processed to cluster analysis. Virtual groups were 

labeled in the simulation, which were office 

workers, business collaborators, and poster/web 

designers and repeatedly used these labels to all 20 

groups. 

5.1 Simulation Result

The simulation was done in two cases. The first 

case generated the requests using a normal 

distribution of arrival time. This determines the 

performance of the algorithms in handling the 

request arrival in exponential increasing and 

decreasing manner. From the start of the simulation, 

few requests arrive until in the middle of the 

simulation period. After reaching the peak, the 

request arrivals decrease exponentially. The second 

case generated the requests using an exponential 

distribution of arrival time. This determines the 

performance of the algorithms to handle the request 

arrivals in an exponential increasing manner. In this 

case, the amount of requests in the end of 

simulation period is the highest. The message 

overhead and throughput performances used a 

volume of requests from 1,000 to 10,000 for 

evaluation and the results are shown in Figures 4, 5 

and 6. In all figures, two cases are presented in the 

left and right sides. In the left is the normal 

distribution and in the right is the exponential 

distribution.

In Figure 4, the message overhead performances 

of all algorithms in two cases are shown. It was 

observed that the RRG has produced the least 

message overhead and the GRALB is secondin both 

cases. The reason why RRG has the least message 

overhead in both figures is because it does not have 

an additional latency to decide which node it will 

distribute the loads which was the case in LLG. 

Also, it was observed from the GRALB, there was 

an increase in latency starting from 5,000 (Figure 

4A) and 8,000 (Figure 4B) requests. In a large 

number of requests, the system frequently switches 

to least load selection because most of the time the 

current load variance is greater than the 

loadvariance threshold value.

In Figure 5B, the throughput performance shows 

that the GRALB is the fastest in the exponential 

case. The LLG has an opposite result in Figure 5 

compared to Figure 4 which shows better in load 

distribution but still has the highest message 
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(Fig. 5) Total turn-around time of throughputs 

using the arrival time in normal 

distribution (A) and in exponential 

distribution (B).
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(Fig. 6) Average message overheads (A) and 

throughput performance (B) from all 

cases

overheads. The RRG was inefficient in handling the 

response time of the request because it does not 

handle the high load variance which causes delays 

in the response time of the request. The average 

results of each algorithm from all cases are 

determined in Figure 6 which shows a summarized 

performance of all algorithms.

In Figure 6A, it is observed that RRG has the 

lowest message overhead and GRALB is second to 

RRG while the LLG has the highest message 

overhead. However, in Figure 6B, the RRG has an 

opposite result and is theslowest to response. The 

LLG is optimal in handling the task distribution, 

however, it has the worst message overhead shown 

in Figure 6A. 

The performance of GRALB was compared using 

the ratio toother algorithm (e.g. LLG/SAG) where a 

value less than 1.0 means the algorithm compared 

has better performance than the DRALB. The 

DRALB was better than LLG (3.2), adaptive 

scheme without grouping (1.8), LL (1.8) and RR 

(1.8) in message overhead performance. RRG (0.7) 

produced the lowest message overhead but was the 

slowest in throughput performance. The DRALB 

was better than RRG (1.3), adaptive scheme without 

grouping (1.0), and RR (1.0) in throughput 

performance. LLG (0.7) and LL (0.9) has better 

response time compared to DRALB but produced 

high message overheads.
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6. Conclusions

This paper presented a cloud framework based on 

the intelligent resource management which is 

composed of sub-procedures of intelligent 

techniques in managing resources. The intelligent 

methods were integrated in several components of 

the cloud service and resource management layers. 

This paper focused on the proposed virtualization 

mechanism which includes an intelligent grouping 

of cloud service providers and an adaptive scheme 

for the load balancing technique to support 

scalability and efficient management of resources in 

the Cloud. The grouping method was used to group 

the appropriate cloud service providers and the 

adaptive load balancing was used to distribute the 

loads in the group of cloud service providers. In the 

cloud service layer, the grouping method based on 

cluster analysis grouped the similar cloud service 

providers for efficient collaboration. The resource 

management layer executed the adaptive load 

distribution to handle the efficient task allocation. 

The result showed that the proposed algorithm, 

which is the GRALB, performed better in message 

overhead than LLG, adaptive scheme, LL and RR. 

RRG had the lowest message overhead but the 

slowest in response time. Also, the GRALB 

performed better in throughput compared to than 

RRG, adaptive scheme without grouping and RR. 

LLG was the fastest to response on requests but had 

the highest message overhead.
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